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#### Abstract

Chua's oscillator is the only real physical object known to date in which chaotic behavior has been observed experimentally and numerically, and proved rigorously. In summarizing the chaotic phenomena observed so far from the oscillator we emphasize its universality by showing how the dynamical phenomena from other $3 D$ oscillators can be reproduced by using Chua's oscillator. The possibility of its use as an elementary cell in cellular neural networks is briefly discussed.


## I. Introduction

In the last three decades, chaotic phenomena have become a subject of great interest in different areas of physics, biology, economics, and other sciences. Once considered a rare phenomenon in nature, whose occurrence is subject to very special conditions, the accepted belief today is that chaotic phenomena permeate almost all relevant physical and biological processes.

The three standard methods of investigation were applied to the early models with chaotic dynamics - numerical (1), experimental (2, 3), and analytical (4-7). In view of the amount of effort invested in the research of chaos it is somewhat surprising that Chua's oscillator still remains the only real physical object in which chaos has been observed numerically and experimentally, and its robustness has been proved mathematically. This was made possible by the remarkably simple structure of the underlying circuit. Chaos is a nonlinear phenomenon, but we would like to analyze it using linear techniques which are more developed. A relatively simple circuitry makes it possible to furnish a piecewise-linear form for the nonlinearity needed to generate chaos. In fact, as little as two linear segments of the nonlinear resistor are sufficient to do the job. A transition to chaos can be initiated in several fundamentally different ways. Also, the most common form of chaotic behavior-so called chaotic attractors - can assume a multitude of shapes and can be classified according to different criteria, e.g. various types of fractal dimensions, eigenvalues of the associated equilibria, etc. Such characteristics of chaos were being introduced and studied over the past decades by using many oscillators, capable of generating certain types of chaos. It was not clear whether all known types of chaos can be generated from a single third-order oscillator until
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Fig. 1. Circuit diagram of Chua's oscillator.
a powerful unifying theorem (8) for 3-dimensional, piccewisc-lincar vector fields was proved, implying that Chua's oscillator (Fig. 1) is the most general, but structurally the simplest system capable of reproducing all possible dynamical phenomena from a certain class of 3 D vector fields. As a consequence, Chua's oscillator can be used to mimic the behavior of other piecewise-linear oscillators and also approximate the behavior of many others which exhibit smooth nonlinearities. The corresponding theorem will be stated and proved in Section III, and examples will be given in Section IV on how Chua's oscillator can be used to reproduce the behavior from other dynamical systems. In Section II, we survey the rich variety of dynamical behaviors observed so far from Chua's oscillator. Finally, in Section V, we take a brief view on a new, fascinating structure, the cellular neural network of Chua's oscillators, promising to spawn new and even richer phenomena with far-reaching applications.

Figure 1 shows a diagram of the oscillator, whose state equations are given by

$$
\begin{align*}
\frac{\mathrm{d} v_{1}}{\mathrm{~d} t} & =\frac{1}{C_{1}}\left[G\left(v_{2}-v_{1}\right)-f\left(v_{1}\right)\right] \\
\frac{\mathrm{d} v_{2}}{\mathrm{~d} t} & =\frac{1}{C_{2}}\left[G\left(v_{1}-v_{2}\right)+i_{3}\right] \\
\frac{\mathrm{d} i_{3}}{\mathrm{~d} t} & =-\frac{1}{L}\left(v_{2}+R_{0} i_{3}\right), \tag{1}
\end{align*}
$$

where $G=1 / R$, and $f\left(v_{1}\right)=G_{b} v_{1}+\frac{1}{2}\left(G_{a}-G_{b}\right)\left\{\left|v_{1}+E\right|-\left|v_{1}-E\right|\right\}$ is the $v-i$ characteristic of the nonlinear resistor $N_{R}$ with a slope equal to $G_{a}$ in the inner region and $G_{b}$ in the two outer regions.

By a change of variables, the state equations of Chua's oscillator (1) can be transformed into the following dimensionless form :

$$
\left.\begin{array}{rl}
\frac{\mathrm{d} x}{\mathrm{~d} \tau} & =k \alpha(y-x-f(x))  \tag{2}\\
\frac{\mathrm{d} y}{\mathrm{~d} \tau} & =k(x-y+z) \\
\frac{\mathrm{d} z}{\mathrm{~d} \tau} & =k(-\beta y-\gamma z) \\
f(x) & =b x+\frac{1}{2}(a-b)\{|x+1|-|x-1|\}
\end{array}\right\}
$$

where

$$
\left.\begin{array}{ll}
x=\frac{v_{1}}{E}, & y=\frac{v_{2}}{E}, \quad z=i_{3}\left(\frac{R}{E}\right) \\
\alpha=\frac{C_{2}}{C_{1}}, & \beta=\frac{R^{2} C_{2}}{L},  \tag{3}\\
a=\frac{R R_{0} C_{2}}{L} & \\
a=R G_{a}, \quad b=R G_{b}, \quad \tau=\frac{t}{\left|R C_{2}\right|}, \quad \text { and } \begin{array}{lll}
k=1 & \text { if } R C_{2}>0 \\
k=-1 & \text { if } R C_{2}<0 .
\end{array}
\end{array}\right\}
$$

Throughout the rest of this paper, we will mainly use the dimensionless form.

## II. Dynamical Phenomena from Chua's Oscillator

In this section we illustrate with examples the rich variety of phenomena, especially chaotic attractors, which can be generated with Chua's oscillator. Some new phenomena, recently reported from experiments with the oscillator, are summarized in several subsections.

### 2.1. Gallery of attractors

To show the immense variety of shapes attractors can take on we reproduce those from earlier works (9) (Figs 2.1-2.22, 2.31-2.35) and add several more attractors that have been observed recently (Figs 2.23-2.30).

Table I provides the parameter values for all attractors in the figures, along with the corresponding Lyapunov exponents.

### 2.2. Period-adding bifurcations

In this phenomenon [see, for example (10, 11)], windows of consecutive periods are separated by regions of chaos. In other words, as the parameter is varied, we obtain a stable period- $n$ orbit, $n=1,2, \ldots$, followed by a region of chaos, then a stable period- $(n+1)$ orbit, followed by chaos, and then a period- $(n+2)$ orbit and so on. Examples from one such sequence are given in Fig. 3.

### 2.3. Homoclinic and heteroclinic orbits in Chua's oscillator

Closely related to the appearance of chaotic behavior in dynamical systems in general are the so-called homoclinic and heteroclinic trajectories. A homoclinic trajectory is one whose limit point in both forward and backward times is the same
Table I

| Figure | $\alpha$ | $\beta$ | $\gamma$ | $a$ | $b$ | $k$ | Lyapunov Exponents |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.1 | -1.301814 | -0.0136073 | -0.02969968 | 0.1690817 | -0.4767822 | 1.0 | 0.012 | 0 | -0.042 |
| 2.2 | -17.38 | 1.413 | 1.045 | -1.525 | -0.4576 | 1 | 0.003 | 0 | -0.73 |
| 2.3 | -1.3635256878 | $-.0874054928$ | -. 3114345114 | 1.292150 | -. 49717 | -1.0 | 0.026 | 0 | -0.571 |
| 2.4 | -1.458906 | -0.09307192 | -0.3214346 | 1.218416 | -0.5128436 | -1.0 | 0.013 | 0 | -0.677 |
| 2.5 | -1.2331692348 | 0.0072338195 | 0.0857850567 | -0.1767031151 | -0.0162669575 | $-1.0$ | 0.022 | 0 | -0.09 |
| 2.6 | $-75.0$ | 31.25 | -3.125 | -. 98 | -2.4 | 1.0 | 1.01 | 0 | -69 |
| 2.7 | -1.3184010525 | 0.0125741900 | 0.1328593070 | -0.2241328978 | -0.0281101959 | $-1.0$ | 0.035 | 0 | -0.111 |
| 2.8 | -1.424 | 0.02944 | 0.3226 | -0.0715 | -0.1817 | 1 | 4.45 | 0 | -11.06 |
| 2.9 | 1800.0 | 10000.00 | 0.0 | -1.026 | -. 982 | 1.0 | 0 | 0 | -0.145 |
| 2.10 | 13.32 | 213.1 | -0.9408 | 0.474 | -2.039 | -1 | 0.024 | 0 | -0.172 |
| 2.11 | 52.056 | 54.29 | -1 | -1.0181 | -1.02 | -1 | 0.0103 | 0 | -0.11 |
| 2.12 | $-1.5590535687$ | 0.0156453845 | 0.1574556102 | -0.2438532907 | -0.0425189943 | -1.0 | 0.03 | 0 | -0.282 |
| 2.13 | $-1.0837792952$ | 0.0000969088 | 0.0073276247 | -0.0941189549 | 0.0001899298 | $-1.0$ | 0.0047 | 0 | -0.066 |
| 2.14 | 3.7091002664 | 24.0799705758 | -0.8592556780 | -2.7647222013 | 0.1805569489 | 1.0 | 0.368 | 0 | -1.297 |
| 2.15 | 31.53 | 64.25 | -0.6683 | -0.9926 | -1.023 | -1 | 0 | 0 | -0.0043 |
| 2.16 | -100.18 | -98.82 | -1 | -0.99002 | -0.9893 | -1 | 0.0834 | 0 | -1.0894 |
| 2.17 | $-75.0$ | 31.25 | -3.125 | -2.4 | -. 98 | 1.0 | 0.923 | 0 | -74 |
| 2.18 | -1.609 | 0.0704 | 0.2973 | -0.1392 | -0.2175 | 1 | 0.32 | 0 | -2.228 |
| 2.19 | -6.69191 | -1.52061 | 0.0 | -1.142857 | $-0.7142857$ | 1.0 | 0.081 | 0 | -0.382 |
| 2.20 | -4.08685 | -2.0 | 0.0 | -1.142857 | -0.7142857 | 1.0 | 0.071 | 0 | -0.755 |


| Figure | $\alpha$ | $\beta$ | $\gamma$ | $a$ | $b$ | $k$ | Lyapunov Exponents |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.21 | -4.898979 | -3.624135 | -0.001180888 | -2.501256 | -0.9297201 | 1.0 | 0.144 | 0 | -1.071 |
| 2.22 | 8.4562218418 | 12.0732335925 | 0.0051631393 | -0.7056296732 | -1.1467573476 | 1.0 | 0.252 | 0 | -1.451 |
| 2.23 | -10 | 5.1281 | -2.0693 | -0.80852 | -2.1635 | 1 | 0.202 | 0 | -9.428 |
| 2.24 | 27.778 | 86.538 | 0.061851 | -52.5 | -0.525 | 1 | 0.675 | 0 | -12.88 |
| 2.25 | -100 | -16.333 | 0 | -14 | -0.952 | -1 | 0.165 | 0 | -2.044 |
| 2.26 | 10 | 10 | 0.60001 | -1.5 | -0.7 | 1 | 0.00842 | 0 | -4.486 |
| 2.27 | -1.23 | 0.007 | 0.085 | -0.001 | -0.177 | -1 | 0.307 | 0 | -0.095 |
| 2.28 | -20 | -18 | 0.6 | -1.5 | -1 | 1 | 0.18 | 0 | -2.38 |
| 2.29 | 10000 | 10000 | 2.1999 | -1.14 | -0.714 | 1 | 5.419 | 0 | -2804 |
| 2.30 | -6.01 | -2.5 | 0.001 | -1.14 | -0.714 | 1 | 0.08547 | 0 | -0.7916 |
| 2.31 | -2.007366 | 0.00132655 | 0.0164931 | -0.511293 | 0.00127 | -1 | 0 | $-0.0057$ | -0.6 |
| 2.32 | 166.666667 | 1499.25037 | -0.97601199 | -0.856 | -1.1 | -1 | 0 | -0.058 | -0.142 |
| 2.33 | -4.08163265 | -2 | 0 | -1.14292 | -0.7142 | 1 | 0 | $-0.0033$ | -0.0691 |
| 2.34 | -1.0837 | 0.0006726 | 0.04995 | -0.015 | 0.000192 | -1 | 0 | -0.00287 | -0.6143 |
| 2.35 | 35.939189 | 75.700857 | -1.20336792 | -0.855372 | $-1.09956$ | -1 | 0 | -0.032 | $-1.73$ |
| 3.1 | 3.70782609 | 3.79752551 | 0.08015844 | -1.285098 | -0.6029288 | 1 | 0 | -0.125 | -5.646 |
| 3.2 | 3.70782609 | 3.902135 | 0.081255 | -1.302678 | -0.6111768 | 1 | 0 | -0.026 | -6.377 |
| 3.3 | 3.70782609 | 3.98684711 | 0.08213224 | -1.316742 | -0.6177752 | 1 | 0 | -0.029 | -6.627 |
| 3.4 | 3.70782609 | 4.05097767 | 0.08279018 | -1.32729 | -0.622724 | 1 | 0 | -0.119 | -6.576 |
| 3.5 | 3.70782609 | 4.13728103 | 0.08366743 | -1.341354 | -0.6293224 | 1 | 0 | -0.055 | -6.77 |
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Fig. 2.1


Fig. 2.2


Fig. 2.3


Fig. 2.4


Fig. 2. A gallery of attractors from Chua's oscillator.
saddle-type equilibrium point. On the other hand, two different equilibrium points are the limit points in forward and backward time, respectively, for a heteroclinic trajectory (see Fig. 4).

### 2.4. Coexistence phenomena

In general, for the same set of parameters, there exist many stable and unstable limit sets. The system trajectory will converge to a particular attractor if the initial conditions are chosen in the basin of attraction of the attractor. Thus which of the coexisting attractors we observe in experiments depends on the initial state of the system. Coexistence of attractors is an interesting phenomenon where the interaction of attractors can give rise to different dynamical phenomena (some of which is described in Subsection 2.6). Recently, coexistence of three distinct chaotic


Fig. 2.7
Fig. 2.8


Fig. 2.9


Fig. 2.10


Fig. 2.11


Fig. 2.12

Fig. 2-continued.
attractors has been reported in (12), where two asymmetric attractors coexist with a symmetric one (Fig. 5). Some other coexistence phenomena, including point attractors, periodic attractors, and chaotic attractors are shown in Fig. 6.

A common phenomenon in chaotic systems is the coexistence of nonstable orbits near chaotic attractors. Figure 7 illustrates such coexistence with the double scroll attractor.

### 2.5. Routes to chaos

2.5.1. Period-doubling route to chaos. When the parameter $\alpha$ is changed, an equilibrium point loses its stability and a stable limit cycle emerges through an
L. Pivka et al.


Fig. 2.13
Fig. 2.14


Fig. 2.15


Fig. 2.16


Fig. 2.17


Fig. 2.18

Fig. 2 continued.

Andronov-Hopf bifurcation. As the parameter is changed further, the stable limit cycle eventually loses stability, and a stable limit cycle of approximately twice the period emerges, which is usually referred to as a period-2 limit cycle. Similarly a period-4 limit cycle appears after the period-2 limit cycle loses its stability. This bifurcation occurs infinitely many times at ever-decreasing intervals of the parameter range, which converges at a geometric rate, determined by the well-known Feigenbaum constant, to a limit (bifurcation point) at which point chaos is observed. This is called a period-doubling route to chaos, an example of which is shown in Fig. 8.
2.5.2. Torus breakdown route to chaos. In this route to chaos the system undergoes several Andronov-Hopf bifurcations. After two Andronov-Hopf bifurcations, we


Fig. 2.19


Fig. 2.20


Fig. 2.21


Fig. 2.22


Fig. 2.23


Fig. 2.24

Fig. 2-continued.
obtain a toroidal attractor. At the third Andronov-Hopf bifurcation, chaos is likely to appear. Both the torus breakdown route to chaos and the period-doubling route to chaos can be conveniently interpreted and explained in terms of the characteristic multipliers of the corresponding Poincare map (13). In (11) an example of this route from a physical Chua's oscillator is presented.
2.5.3. Intermittency route to chaos. Intermittency is the phenomenon where the signal is virtually periodic except for some irregular (unpredictable) bursts. In other words, we have intermittently periodic behavior and irregular aperiodic behavior (11). In this route to chaos, the system is first periodic, then becomes chaotic as it exhibits intermittency. In (11), intermittency due to a tangent bifurcation is observed from a physical Chua's oscillator.
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Fig. 2.25


Fig. 2.26



Fig. 2.29


Fig. 2.30

Fig. 2-continued.

### 2.6. Chaos-chaos intermittency and $1 / f$ noise

It is known that interaction between chaotic attractors can give rise to inter-mittency-a random switching process between attractors after long periods of "laminar phases", when the trajectory stays near one of the attractors. A characteristic statistical property of the chaos-chaos type intermittency is the slope of its power spectrum in the low-frequency region. Such a property has also been observed (14) in Chua's circuit for parameter values near the birth of the Chua double scroll attractor. The power spectrum was numerically found to follow the law $S_{x}(w) \propto w^{-\delta}, \delta=1.1 \pm 0.1$, i.e. the graph on the double logarithmic scale clings to the ideal $1 / f$ line corresponding to $\delta=1$. The $1 / f$ spectrum has been observed previously in many processes of different origin, e.g. the fluctuations of the current


Fig. 2.31
Fig. 2.32


Fig. 2.33


Fig. 2.34


Fig. 2.35
Fig. 2-continued.
in electron devices, the fluctuations of the Earth's rotation frequency, the fluctuation of the muscle rhythms in the human heart, etc. and has been found to obey the above universal law. The intermittency phenomenon can be used as a $1 / f$ noise generator and can lead to a better understanding of the ubiquitous yet still poorly understood $1 / f$ phenomenon.

### 2.7. Stochastic resonance from Chua's circuit

The phenomenon of stochastic resonance (SR) is observed in bistable nonlinear systems driven simultaneously by an external noise and a sinusoidal force. In this case, the signal-to-noise ratio (SNR) increases until it reaches a maximum at some optimum noise intensity $D$ which depends on the bistable system and on the
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Fig. 3.2


Fig. 3.5
Fig. 3. Attractors from a period-adding bifurcation sequence.
frequency of the external sinusoidal force. In the absence of a periodic modulation signal, the noise alone results in a random transition between the two states. This random process can be characterized by the mean switching frequency $w_{s}$, depending on the noise intensity $D$ and the height of the potential barrier separating the two stable states. In the presence of an external modulation imposed by the sinusoidal signal $A \sin (w t)$, the potential barrier changes periodically with time. The modulation signal amplitude $A$ is assumed to be sufficiently small so that the input signal alone does not induce transitions in the absence of noise. A coherence between the modulation frequency $w$ and the mean switching frequency $w_{s}$ emerges when the system is simultaneously driven by a periodic signal and a noise source. As a result, a part of the noise energy is transformed into the energy of the periodic


Fig. 4. Coexistence of homoclinic and heteroclinic orbits. The fixed parameters are $\alpha=8.29203, \beta=12.061126, \gamma=0, a=-1.1428571, b=-0.7142857, k=1$. Initial conditions: $x-1.519009798388814, y=-0.004298524877956949, z=-1.567578825979665$ (heteroclinic orbit) ; $x=0.00083672759, y=0.000095112528, z=-0.00053929635$ (homoclinic orbit).
modulation signal so that the SNR increases. This phenomenon is qualitatively similar to the classical resonance phenomenon. However, unlike the classical circuit theory where one tunes the input frequency $w$ to achieve resonance in an RLC circuit, here $w$ is fixed at some convenient value and one tunes the noise intensity $D$ to achieve SR.

In Chua's circuit, the SR phenomenon can be observed (15) in conjunction with the chaos-chaos type intermittency (14) arising in a small vicinity of the bifurcation curve in the $\alpha-\beta$ parameter space when two spiral attractors merge to form the double scroll attractor. In this case, the SNR of the amplified output signal is observed to be significantly greater than the SNR of the input signal- a novel phenomenon which cannot be achieved with a linear amplifier.

### 2.8. Signal amplification via chaos

Apart from the stochastic resonance phenomenon described above, another mechanism for achieving voltage gain (up to 50 dB has been demonstrated experimentally) from Chua's circuit has been discovered recently (16).

The mechanism of this voltage gain is different from that of stochastic resonance because the effect is observed even when Chua's circuit is operating in a spiral Chua's attractor regime far from the bifurcation boundary where stochastic resonance takes place.

### 2.9. Chua's circuit with smooth nonlinearity

Most of the studies on Chua's circuit and Chua's oscillator assume a piecewiselinear nonlinearity, although an arbitrary nonlinearity can be used. Since the characteristics of nonlinear resistors in real circuits are always smooth, a question arises as to whether the phenomena in piecewise-linear and smooth models coincide. This question is approached in (17) by demonstrating that most phenomena from the piecewise-linear Chua's circuit (e.g. the double scroll) carry over to the smooth model with a cubic polynomial for the nonlinear function. Also most of the bifurcations (period-doubling, for instance) in the smooth model appear to be similar to those in the piecewise-linear model (see, for example, (18) which also
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Fig. 5.1


Fig. 5.2


Fig. 5.3
FIg. 5. Coexistence of three chaotic attractors. The fixed parameters are $\alpha=15.6$, $\beta=28.58000012, \gamma=0, a=-1.14285714, b=-0.7142857, k=1$. Initial conditions: $x=-1.955798, \quad y=-0.2269574, \quad z=-1.85494 \quad$ (attractor $\quad 1$ ) ; $\quad x=1.955798$, $y=0.2269574, z=1.85494$ (attractor -1 ) ; $x=0.65153, y=0.10764, z=-1.5407$ (oddsymmetric attractor 2 ).


Fig. 6.1


Fig. 6.2
Fig. 6. Coexistence of two point attractors, two chaotic attractors (Fig. 6.1), and a periodic attractor (Fig. 6.2). The fixed parameters are $\alpha=9.50028501, \beta=14.2857, \gamma=0$, $a=-1.142856, b=-0.142857, k=1$.
gives an implementation of a cubic polynomial $v-i$ characteristic using analog multipliers).
2.10. Self-similar and universal structures in two-parameter study of transition to chaos

Using the Poincare map technique, the exact description of the system [Eq. (1)] can be reduced to a two-dimensional map which, in turn, can be approximated by a one-dimensional map (19) generally called Chua's 1D map in the literature. Such an approximation is possible because of the strong dissipation of the system which "flattens out" the dynamics. This map happens to be bimodal in certain parameter regions, which means that it has both a maximum and a minimum on an interval which is mapped onto itself. The condition is responsible for the
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Fig. 7.3
Fig. 7.4


Fig. 7.5

Unstable periodic orbit


Fig. 7.6

Fig. 7. Unstable periodic orbits. In Fig. 7.13 the unstable periodic orbits are shown superimposed ; in Fig. 7.14 the coexisting double scroll Chua's attractor is shown. The fixed parameters are $\alpha=9, \beta=100 / 7, \gamma=0, a=-8 / 7, b=-5 / 7, k=1$.
complicated structure of the boundary of chaos in a two-parameter bifurcation diagram.

In a typical one-parameter bifurcation sequence, if we tune only one parameter in Chua's circuit, we usually see a typical period-doubling cascade, which exhibits remarkable properties of quantitative universality (20) and self-similarity, namely, an interval encompassing regions of different dynamical regimes reproduces itself under a change in scale by the universal factor $\delta=4.6692 \ldots$ (see, for example, (21)).


Fig. 7.7


Fig. 7.8


Fig. 7.9
Fig. 7.10


Fig. 7.11

Fig. 7-continued.

If we turn to a two-parameter study, we can no longer restrict ourselves to the Feigenbaum scenario which is a codimension-1 bifurcation phenomenon. In (22) the construction of a binary tree of superstable orbits is performed for the 1 D Chua's map to show that beside the Feigenbaum critical lines, the boundary of chaos contains an infinite number of codimension-2 critical points, defined by a set of infinite binary codes. The topography of the parameter plane near the corresponding critical points reveals a property of two-parameter self-similarity: a two-dimensional structure of regions of different behavior is reproduced under a
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Fig. 7.13

Double Scroll Chua's attractor


Fig. 7.14
Fig. 7--continued.
scale change along appropriate axes in the parameter space. These self-similar twodimensional patterns are universal (up to a linear parameter change) for all bimodal maps, and depend only on the code of the associated critical point. Moreover, two universal scaling numbers have been found for the two-parameter 1D maps, which are a generalization of the Feigenbaum number.

### 2.11. Antimonotonicity phenomenon

Antimonotonicity-concurrent creation and annihilation of periodic orbits, or inevitable reversals of period-doubling cascades-was shown to be a fundamental phenomenon for a large class of nonlinear systems (23). Experimental (24) and numerical (10) evidence was given that this phenomenon is typical for a wide range of parameters in Chua's circuit and Chua's oscillator, respectively.


Fig. 8.1


Fig. 8.2


Fig. 8.3


Fig. 8.4


Fig. 8.6

Fig. 8. Period-doubling route to chaos. The fixed parameters are $\beta=16, \gamma=0, a=-8 / 7$, $b=-5 / 7 ; k=1 ; \alpha=8.8($ period-1), $\alpha=9.05$ (period-2), $\alpha=9.12($ period -4$), \alpha=9.162$ (period-8), $\alpha=9.3$ (spiral attractor), $\alpha=9.8$ (double scroll attractor).

### 2.12. Devil's staircase from the driven Chua's circuit

One of the remarkable properties of nonlinear oscillators is their ability to lock onto certain subharmonic frequencies when driven by an external source of energy. Associated with the phase-locking property is usually the appearance of "staircases" of phase-locked states when the parameters are varied over a certain range. The picturesque name devil's staircase is used to describe the intricate, often fractal, structure of such staircases. Figure 9 shows the devil's staircase in Chua's circuit obtained by plotting the ratio of winding numbers and period numbers as a function of the normalized forcing angular frequency (see, for example (25)). The
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Fig. 9. Devil's staircase from the sinusoidally driven Chua's circuit.
self-similar structure of the staircase tree and the devil's staircase becomes apparent when magnified pictures are drawn of the portions of the devil's staircase.

### 2.13. Other dynamical phenomena from the driven Chua's oscillator

Extensive computer simulations and physical experiments were performed in a two-parameter study (26) to describe several types of transition to chaos in the nonautonomous Chua's circuit. Also in an experimental and numerical study (27) of Chua's oscillator some new phenomena-frequency entrainment of chaos, period-preserving bifurcations have been reported, along with many other phenomena previously observed from different oscillators.

## III. Global Unfolding Theorem

In this section, we show that Chua's oscillator is topologically conjugate (up to time scale) to a large class of piecewise-linear vector fields. The class of vector fields we are considering will be

- 3-dimensional,
- continuous,
- piecewise-linear with three regions separated by boundary planes, and
- odd-symmetric with respect to the origin.

We will call this class of vector fields $\mathscr{C}$. Without loss of generality, we can assume that the boundary planes are of the form $\mathbf{e}_{1}^{T} \mathbf{x}= \pm 1$, where $\mathbf{e}_{1}=(1,0,0)^{T}$. Then every member of the class $\mathscr{C}$ can be represented by

$$
\dot{\mathbf{x}}= \begin{cases}\mathbf{A}_{1} \mathbf{x}+\mathbf{b}, & \mathbf{e}_{1}^{T} \mathbf{x} \geqslant 1  \tag{4}\\ \mathbf{A}_{0} \mathbf{x}, & -1 \leqslant \mathbf{e}_{1}^{T} \mathbf{x} \leqslant 1 \\ \mathbf{A}_{1} \mathbf{x}-\mathbf{b}, & \mathbf{e}_{1}^{T} \mathbf{x} \leqslant-1\end{cases}
$$

By continuity, we must have

$$
\mathbf{A}_{0}=\mathbf{A}_{1}+\mathbf{b e} \mathbf{e}_{1}^{T} .
$$

Thus class $\mathscr{C}$ is a 12-parameter family of ordinary differential equations. The global unfolding theorem (8) tells us that (most of) this class is topologically equivalent to the Chua's oscillator which has six parameters. System (4) can be written as:

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{A}_{1} \mathbf{x}+\frac{1}{2}\left(\left|\mathbf{e}_{1}^{T} \mathbf{x}+\mathbf{1}\right|-\left|\mathbf{e}_{1}^{T} \mathbf{x}-\mathbf{1}\right|\right) \mathbf{b} . \tag{5}
\end{equation*}
$$

Let us denote the characteristic polynomials of $\mathbf{A}_{0}$ and $\mathbf{A}_{1}$ as follows :

$$
\begin{align*}
& \chi\left(\mathbf{A}_{0}\right)=\lambda^{3}-p_{1} \lambda^{2}+p_{2} \lambda-p_{3} \\
& \chi\left(\mathbf{A}_{1}\right)=\lambda^{3}-q_{1} \lambda^{2}+q_{2} \lambda-q_{3} . \tag{6}
\end{align*}
$$

If $\left(\mu_{1}, \mu_{2}, \mu_{3}\right)$ are the eigenvalues of $\mathbf{A}_{0}$ and $\left(v_{1}, v_{2}, v_{3}\right)$ are the eigenvalues of $\mathbf{A}_{1}$, then the coefficients of the characteristic polynomials are expressed as

$$
\begin{array}{ll}
p_{1}=\mu_{1}+\mu_{2}+\mu_{3} & q_{1}=v_{1}+v_{2}+v_{3} \\
p_{2}=\mu_{1} \mu_{2}+\mu_{2} \mu_{3}+\mu_{3} \mu_{1} & q_{2}=v_{1} v_{2}+v_{2} v_{3}+v_{3} v_{1} \\
p_{3}=\mu_{1} \mu_{2} \mu_{3}, & q_{3}=v_{1} v_{2} v_{3} . \tag{7}
\end{array}
$$

Theorem 1 (Global Unfolding Theorem)
Consider system (4). Let the entries of $\mathbf{A}_{1}$ be denoted as

$$
\mathbf{A}_{1}=\left(\begin{array}{lll}
a_{11} & a_{12} & a_{13}  \tag{8}\\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right)
$$

Suppose that $\mathbf{A}_{1}$ satisfies the inequality

$$
\begin{equation*}
a_{12} a_{12} a_{23}+a_{12} a_{13} a_{33}-a_{12} a_{13} a_{22}-a_{13} a_{13} a_{32} \neq 0 \tag{9}
\end{equation*}
$$

Let us define

$$
\begin{aligned}
& k_{1} \triangleq-p_{3}+\binom{q_{3}-p_{3}}{q_{1}-p_{1}}\left(p_{1}+\frac{p_{2}-q_{2}}{q_{1}-p_{1}}\right) \\
& k_{2} \triangleq p_{2}-\left(\frac{q_{3}-p_{3}}{q_{1}-p_{1}}\right)+\left(\frac{p_{2}-q_{2}}{q_{1}-p_{1}}\right)\left(\frac{p_{2}-q_{2}}{q_{1}-p_{1}}+p_{1}\right) \\
& k_{3} \triangleq\left(\frac{p_{2}-q_{2}}{q_{1}-p_{1}}\right)-\frac{k_{1}}{k_{2}} \\
& k_{4} \triangleq-k_{1} k_{3}+k_{2}\left(\frac{p_{3}-q_{3}}{p_{1}-q_{1}}\right) .
\end{aligned}
$$
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If the coefficients of the characteristic polynomials of $\mathbf{A}_{0}$ and $\mathbf{A}_{1}$ satisfy the inequalities

$$
\begin{align*}
p_{1}-q_{1} & \neq 0  \tag{10}\\
k_{2} & \neq 0  \tag{11}\\
k_{3} & \neq 0  \tag{12}\\
k_{4} & \neq 0 \tag{13}
\end{align*}
$$

then the vector field in the form (4) is topologically equivalent to a Chua's oscillator with the parameters

$$
\begin{align*}
& \alpha=-\frac{k_{2}}{k_{3}^{2}} \\
& \beta=\frac{k_{4}}{k_{2} k_{3}^{2}} \\
& \gamma=\frac{k_{1}}{k_{2} k_{3}} \\
& a=-1+\left(p_{1}+\frac{-p_{2}+q_{2}}{p_{1}-q_{1}}\right) \frac{k_{3}}{k_{2}} \\
& b=-1+\left(q_{1}+\frac{-p_{2}+q_{2}}{p_{1}-q_{1}}\right) \frac{k_{3}}{k_{2}} \\
& k=\operatorname{sgn}\left(k_{3}\right) . \tag{14}
\end{align*}
$$

Proof: Define the matrix $\mathbf{K}$ as follows:

$$
\mathbf{K}=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{15}\\
a_{11} & a_{12} & a_{13} \\
\Sigma_{j=1}^{3} a_{1 j} a_{j 1} & \sum_{j=1}^{3} a_{1 j} a_{j 2} & \sum_{j=1}^{3} a_{1 j} a_{j 3}
\end{array}\right) .
$$

By the hypothesis, $\mathbf{K}$ is nonsingular. Using the transformation $\mathbf{y}=\mathbf{K x}$, we obtain a system of the form

$$
\dot{\mathbf{y}}=\mathbf{K} \mathbf{A}_{1} \mathbf{K}^{-1} \mathbf{y}+\frac{1}{2}\left(\left|\mathbf{e}_{1}^{T} \mathbf{K}^{-1} \mathbf{y}+1\right|-\left|\mathbf{e}_{1}^{T} \mathbf{K}^{-1} \mathbf{y}-1\right|\right) \mathbf{K} \mathbf{b} .
$$

It is clear from the definition of $\mathbf{K}$ that the first row of $\mathbf{K}^{-1}$ is of the form (1,0,0). This implies that $\mathbf{e}_{1}^{T} \mathbf{K}^{-1}=\mathbf{e}_{1}^{T}$. After some algebraic manipulation, it can be shown that

$$
\mathbf{K} \boldsymbol{\Lambda}_{1} \mathbf{K}^{-1}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
q_{3} & -q_{2} & q_{1}
\end{array}\right) .
$$

Now $\mathbf{K A}_{0} \mathbf{K}^{-1}=\mathbf{K}\left(\mathbf{A}_{1}+\mathbf{b e} \mathbf{e}_{1}^{T}\right) \mathbf{K}^{-1}=\mathbf{K A}_{1} \mathbf{K}^{-1}+\mathbf{K b e}_{1}^{T}$. If we write $\mathbf{K b}=$ $\left(\tilde{b}_{1}, \tilde{b}_{2}, \tilde{b}_{3}\right)^{T}$, then

$$
\mathbf{K} \mathbf{A}_{0} \mathbf{K}^{-1}=\left(\begin{array}{ccc}
\tilde{b}_{1} & 1 & 0 \\
\tilde{b}_{2} & 0 & 1 \\
\tilde{b}_{3}+q_{3} & -q_{2} & q_{1}
\end{array}\right) .
$$

Calculating the characteristic polynomial of $\mathbf{K} \mathbf{A}_{0} \mathbf{K}^{-1}$ and comparing it with Eq. (6), we obtain

$$
\left(\begin{array}{ccc}
1 & 0 & 0 \\
-q_{1} & 1 & 0 \\
q_{2} & -q_{1} & 1
\end{array}\right)\left(\begin{array}{l}
\tilde{b}_{1} \\
\tilde{b}_{2} \\
\tilde{b}_{3}
\end{array}\right)=\left(\begin{array}{l}
p_{1}-q_{1} \\
q_{2}-p_{2} \\
p_{3}-q_{3}
\end{array}\right) .
$$

Thus $\mathbf{K b}$ is uniquely determincd by the parameters ( $p_{1}, p_{2}, p_{3}, q_{1}, q_{2}, q_{3}$ ).
In particular, we obtain the following equivalent form for system (4) :

$$
\begin{align*}
\dot{\mathbf{y}} & =\left(\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
q_{3} & -q_{2} & q_{1}
\end{array}\right) \mathbf{y} \\
& +\frac{1}{2}\left(\left|\mathbf{e}_{1}^{T} \mathbf{y}+1\right|-\left|\mathbf{e}_{1}^{T} \mathbf{y}-1\right|\right)\binom{p_{1}-q_{1}}{p_{3}-q_{3}-q_{2}\left(p_{1}-q_{1}\right)+q_{1}\left(-p_{2}+q_{2}+q_{1}\left(p_{1}-q_{1}\right)\right)} \tag{16}
\end{align*}
$$

which is uniquely determined by the eigenvalues of $\mathbf{A}_{0}$ and $\mathbf{A}_{1}$.
When Chua's oscillator is written in the form of Eq. (4), we get

$$
\mathbf{A}_{0}=\left(\begin{array}{ccc}
-k \alpha(1+a) & k \alpha & 0  \tag{17}\\
k & -k & k \\
0 & -k \beta & -k \gamma
\end{array}\right), \quad \mathbf{A}_{1}=\left(\begin{array}{ccc}
-k \alpha(1+b) & k \alpha & 0 \\
k & -k & k \\
0 & -k \beta & -k \gamma
\end{array}\right) .
$$

It can be shown after some involved algebraic manipulation that if the inequalities (10)-(13) are satisfied and the parameters satisfy Eq. (14), then the eigenvalues of $\mathbf{A}_{0}$ and $\mathbf{A}_{1}$ in Eq. (17) satisfy Eq. (6), up to a positive scale factor. Given these parameters, it is clcar that the matrix $\mathbf{K}$ corresponding to Chua's oscillator is nonsingular, so we can also write the state equations of Chua's oscillator in the form of Eq. (16) $\dagger$. Thus we have shown that given the conditions in the theorem, both Chua's oscillator and a vector field of the form of Eq. (4) can be transformed into the same form, and are thus topologically equivalent.

This theorem can be summarized as the following algorithm :

1. Calculate the coefficients ( $p_{1}, p_{2}, p_{3}, q_{1}, q_{2}, q_{3}$ ) of the characteristic polynomials of $\mathbf{A}_{0}$ and $\mathbf{A}_{1}$.
$\dagger$ After renormalization of time.
2. Check whether the inequalities (9), and (10)-(13) are satisfied.
3. Calculate the parameters of Chua's oscillator using Eq. (14).

In Step 2 of the algorithm, if the inequalities are not satisfied, in general it is possible to satisfy these inequalities by perturbing the entries of $\mathbf{A}_{0}$ or $\mathbf{A}_{1}$ slightly to get a system with similar behavior.

## IV. Applications of the Global Unfolding Theorem

Because of the generality of Chua's oscillator, other chaotic systems can be modelled using Chua's oscillator. The reader is referred to $(\mathbf{8}, \mathbf{2 8})$ for several examples of circuits and systems belonging to the class $\mathscr{C}$ of vector fields defined above which have been transformed into a "qualitatively similar" Chua's oscillator. These examples include the systems studied in (29-32). In this section we will illustrate this procedure with several additional examples.

In the following examples, the system under consideration is either already a 3dimensional piecewise-linear three-segment continuous odd-symmetric vector field where the partition planes are parallel, or else can be approximated by one. When the vector field is not piecewise-linear, we approximate it by calculating the Jacobian matrices at the equilibrium points and using them to define the linear vector field in each region.

We then find the eigenvalues in each linear region and apply the above algorithm to find the parameters for Chua's oscillator. For cases where the vector field does not satisfy the inequalities in Step 2 of the algorithm, we perturb the eigenvalues (or equivalent eigenvalue parameters) slightly.

### 4.1. Example from Arnéodo et al.

The systems studied in (33-35) satisfy the following differential equation:

$$
\begin{equation*}
\ddot{A}+\mu_{2} \ddot{A}+\mu_{1} \dot{A}+\mu_{0} A= \pm A^{3} . \tag{18}
\end{equation*}
$$

In (34), the cubic nonlinearity is replaced by a three-segment piecewise-linear nonlinearity resulting in a vector field in $\mathscr{C}$. We have two cases, depending on whether the right hand side is $+A^{3}$ or $-A^{3}$.

Case 1 (right hand side is $+A^{3}$ ):

$$
\left.\begin{array}{l}
\dot{x}=y  \tag{19}\\
\dot{y}=z \\
\dot{z}=x^{3}-\mu_{0} x-\mu_{1} y-\mu_{2} z
\end{array}\right\}
$$

The equilibrium points are as follows: $\left(\sqrt{\mu_{0}}, 0,0\right),(0,0,0)$, and $\left(-\sqrt{\mu_{0}}, 0,0\right)$. From Eq. (19), the Jacobian matrix is

$$
M=\left[\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
3 x^{2}-\mu_{0} & -\mu_{1} & -\mu_{2}
\end{array}\right]
$$

We choose $\mu_{0}=9.6, \mu_{1}=5$, and $\mu_{2}=1$; the Jacobian matrix at the equilibrium points in the two outside regions is

$$
M=\left[\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
19.2 & -5 & -1
\end{array}\right]
$$

In the inner region the Jacobian matrix at the equilibrium point is

$$
M_{0}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
-9.6 & -5 & -1
\end{array}\right]
$$

As the Jacobian matrix is already in companion form, the corresponding equivalent eigenvalue parameters can be read off directly:

$$
\left.\begin{array}{rrr}
p_{1}=-1.0, & p_{2}=5, & p_{3}=-9.6 \\
q_{1}=-1.0, & q_{2}=5, & q_{3}=19.2 \tag{20}
\end{array}\right\}
$$

Since $p_{1}=q_{1}$ (i.e. the inequality (10) in Step 2 of the algorithm in the preceding section is not satisfied), we add a small perturbation $\delta p_{1}=0.05$, and $\delta q_{1}=-0.05$ to obtain

$$
\left.\begin{array}{rcc}
p_{1}^{\prime}=-0.95, & p_{2}^{\prime}=5, & p_{3}^{\prime}=-9.6 \\
q_{1}^{\prime}=-1.05, & q_{2}^{\prime}=5, & q_{3}^{\prime}=19.2 . \tag{21}
\end{array}\right\}
$$

The corresponding dimensionless parameters are

$$
\left.\begin{array}{ccc}
\alpha=-313.6291, & \beta=-307.2771, & \gamma=-1  \tag{22}\\
a=-0.9968661, & b=-0.9965362, & \tau=-0.9665529 \\
k=-1 .
\end{array}\right\}
$$

By using these parameters we obtain the attractor shown in Fig. 10.5(b) which is qualitatively similar to the attractor in Fig. 1(a) of (35).

Case 2 (right hand side is $-A^{3}$ ):

$$
\left.\begin{array}{l}
\dot{x}=y  \tag{23}\\
\dot{y}=z \\
\dot{z}=-x^{3}-\mu_{0} x-\mu_{1} y-\mu_{2} z .
\end{array}\right\}
$$

The equilibrium points are as follows: $\left(\sqrt{-\mu_{0}}, 0,0\right),(0,0,0)$, and $\left(-\sqrt{-\mu_{0}}, 0,0\right)$

From Eq. (23), the Jacobian matrix is

$$
M=\left[\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
-3 x^{2}-\mu_{0} & -\mu_{1} & -\mu_{2}
\end{array}\right]
$$
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Fig. 10. Chaotic attractors from different systems, mimicked by Chua's oscillator. On the left (Fig. 10.1a, 10.2a, etc.) we show an attractor from the original system, while on the right (Fig. 10.1b, 10.2b, ctc.) we show the corresponding attractor from Chua's oscillator.

The parameters are shown in Table II.
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Fig. 10 continued.

We choose $\mu_{0}=-5.5, \mu_{1}=3.5$, and $\mu_{2}=1.1$, and in the two outside regions the Jacobian matrix at the equilibrium points is

$$
M=\left[\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
-11 & -3.5 & -1.1
\end{array}\right]
$$

In the inner region, the Jacobian matrix at the equilibrium point is

$$
M_{0}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
5.5 & -3.5 & -1.1
\end{array}\right]
$$

The equivalent eigenvalue parameters are given by

$$
\left.\begin{array}{ccc}
p_{1}=-1.1, & p_{2}-3.5, & p_{3}=5.5  \tag{24}\\
q_{1}=-1.1, & q_{2}=3.5, & q_{3}=-11.0 .
\end{array}\right\}
$$

Now we add a small perturbation $\delta p_{1}=0.055$, and $\delta q_{1}=-0.055$ to obtain

$$
\left.\begin{array}{rcc}
p_{1}^{\prime}=-1.045, & p_{2}^{\prime}=3.5, & p_{3}^{\prime}=5.5  \tag{25}\\
q_{1}^{\prime}=-1.155, & q_{2}^{\prime}=3.5, & q_{3}^{\prime}=-11.0 .
\end{array}\right\}
$$

The corresponding dimensionless parameters are

$$
\left.\begin{array}{ccc}
\alpha=119.4383 & \beta=123.2917, & \gamma=-1  \tag{26}\\
a=-1.007900, & b=-1.008732, & \tau=-1.10751 \\
k=-1 . &
\end{array}\right\}
$$

By using the dimensionless parameters above, we obtain the attractor shown in Fig. 10.6(b) which is qualitatively similar to the attractor in Fig. 1(b) of (35).

### 4.2. Example from Dmitriev and Kislov

In the oscillator system studied in $(\mathbf{3 6 - 3 8})$ the nonlinearity is a cubic polynomial which becomes constant in an outer region. This can again be approximated by a piecewise-linear function, if we ignore the outer region.

The state equations are

$$
\left.\begin{array}{l}
\dot{x}=y  \tag{27}\\
\dot{y}=-x-\delta y+z \\
\dot{z}=\gamma(F(x)-z)-\sigma y
\end{array}\right\}
$$

where

$$
F(x)=\left\{\begin{array}{lll}
0.528 \alpha & \text { if } & x<-1.2  \tag{28}\\
\alpha x\left(1-x^{2}\right) & \text { if } \quad-1.2<x<1.2 \\
-0.528 \alpha & \text { if } & x>1.2
\end{array}\right.
$$

The equilibrium points are given by

$$
\begin{array}{r}
y=0 \\
-x-\delta y+z=0 \\
\gamma(F(x)-z)-\sigma y=0 . \tag{29}
\end{array}
$$

Case 1. When $x<-1.2$, then

$$
\begin{array}{r}
y=0 \\
-x-\delta y+z=0 \\
\gamma(0.528 \alpha-z)-\sigma y=0, \tag{30}
\end{array}
$$

so we have

$$
\begin{align*}
& x=0.528 \alpha \quad\left(\alpha=\frac{x}{0.528}<\frac{-1.2}{0.528}=-2.2727\right) \\
& y=0 \\
& z=0.528 \alpha . \tag{31}
\end{align*}
$$

Case 2. When $-1.2<x<1.2$, then

$$
\begin{array}{r}
y=0 \\
-x-\delta y+z=0 \\
\gamma\left(\alpha x\left(1-x^{2}\right)-z\right)-\sigma y=0, \tag{32}
\end{array}
$$

so we have $x=0, x= \pm \sqrt{(\alpha-1) / \alpha}, \alpha \geqslant 1$. The three equilibrium points are $(\sqrt{(\alpha-1) / \alpha}, 0, \sqrt{(\alpha-1) / \alpha},(0,0,0)$, and $(-\sqrt{(\alpha-1) / \alpha}, 0,-\sqrt{(\alpha-1) / \alpha})$.
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Case 3. When $x>1.2$, then

$$
\begin{align*}
y & =0 \\
-x-\delta y+z & =0 \\
\gamma(-0.528 \alpha-z)-\sigma y & =0, \tag{33}
\end{align*}
$$

so we have

$$
\begin{align*}
& x=-0.528 \alpha \quad\left(\alpha=\frac{x}{-0.528}<\frac{1.2}{-0.528}=-2.2727\right) \\
& y=0 \\
& z=-0.528 \alpha . \tag{34}
\end{align*}
$$

We will consider values of $\alpha$ where there are no equilibrium points in the outer regions ( $|x|>1.2$ ). From Eq. (27), at the origin the Jacobian matrix is

$$
M_{0}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
-1 & -\delta & 1 \\
x_{\gamma} & -\sigma & -\gamma
\end{array}\right] .
$$

At the two other equilibrium points, the Jacobian matrix is

$$
M_{ \pm}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
-1 & -\delta & 1 \\
\alpha \gamma\left[1-3\left(\sqrt{\frac{\alpha-1}{\alpha}}\right)^{2}\right] & -\sigma & -\gamma
\end{array}\right] .
$$

Let $\alpha=16, \delta=0.43, \sigma=0.71$, and $\gamma=0.1$. We have

$$
M_{ \pm}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
-1 & -0.43 & 1 \\
-2.9 & -0.71 & -0.1
\end{array}\right]
$$

with eigenvalues

$$
\begin{equation*}
v_{1}=-1.18562, v_{2}=0.32781+j 1.55655, v_{3}=0.32781-j 1.55655 \tag{35}
\end{equation*}
$$

and

$$
M_{0}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
-1 & -0.43 & 1 \\
1.6 & -0.71 & -0.1
\end{array}\right]
$$

with eigenvalues

$$
\begin{equation*}
\mu_{1}=0.61184, \mu_{2}=-0.57092+j 1.45797, \mu_{3}=-0.57092-j 1.45797 . \tag{36}
\end{equation*}
$$

So, the corresponding equivalent eigenvalue parameters are given by

$$
\left.\begin{array}{ccc}
p_{1}=-0.530000, & p_{2}=1.7530, & p_{3}=1.5000  \tag{37}\\
q_{1}=-0.530000, & q_{2}=1.75299, & q_{3}=-3.0000 .
\end{array}\right\}
$$

Again we add a small perturbation, $\delta p_{1}=0.00265, \delta q_{1}=-0.00265$, to obtain

$$
\left.\begin{array}{rcc}
p_{1}^{\prime}=-0.52735, & p_{2}^{\prime}=1.7530, & p_{3}^{\prime}=1.5000  \tag{38}\\
q_{1}^{\prime}=-0.53265, & q_{2}^{\prime}=1.75299, & q_{3}^{\prime}=-3.0000
\end{array}\right\}
$$

These equivalent eigenvalues correspond to the following set of perturbed eigenvalues:

$$
\left.\begin{array}{r}
\mu_{1}^{\prime}=0.61212, \quad \mu_{2}^{\prime}=-0.56974+j 1.45805, \quad \mu_{3}^{\prime}=-0.56974-j 1.45805 \\
v_{1}^{\prime}=-1.18641, \quad v_{2}^{\prime}=0.32688+j 1.55621, \quad v_{3}^{\prime}=0.32688-j 1.55621 . \tag{39}
\end{array}\right\}
$$

The corresponding dimensionless parameters are

$$
\left.\begin{array}{ccc}
\alpha=2971.482, & \beta=2978.630, & \gamma=-0.99647,  \tag{40}\\
a=-1.00033354, & b=-1.00033688, & \tau=-0.533989, \\
k=-1 .
\end{array}\right\}
$$

By using the dimensionless parameters above, we obtain the attractor shown in Fig. 10.4(b).

For the convenience of the reader, we show in tabular format (see Table II) the parameters of several systems in $\mathscr{C}$ and the parameters of corresponding Chua's oscillators that generate qualitatively similar behavior. The matrix $\tilde{\mathbf{T}}$ defines the equivalence between the system in $\mathscr{C}$ and Chua's oscillator as follows :

$$
\mathbf{x}=\tilde{\mathbf{T}}\left(\begin{array}{c}
\tilde{x} \\
\tilde{y} \\
\tilde{z}
\end{array}\right)
$$

where $\tilde{x}, \tilde{y}, \tilde{z}$ are the state variables of the dimensionless Chua's oscillator. The regions $D_{+}, D_{-}$and $D_{0}$ in Chua's oscillator correspond to $\tilde{x} \geqslant 1, \tilde{x} \leqslant-1$, and $|\tilde{x}| \leqslant 1$, respectively. In Fig. 10 we show the attractors of the systems and the attractors of corresponding Chua's oscillators.

## V. Generation of Wave Phenomena in CNN Arrays of Chua's Oscillators

The appearance of rotating spiral waves has been observed in many chemical and biological processes, including those in the cardiac muscle (39), retinae (40), and chemical oscillators such as the Belousov-Zhabotinsky reaction (41). Most of these systems have been successfully modeled by continuum models via partial differential equations. However, the above phenomena can be reproduced (42) more efficiently by using CNNs of discrete coupled cells. For the purpose of generating spiral waves we consider the nonlinear system of coupled Chua's oscillators (written in dimensionless form, with $k=1$ )

$$
\dot{x}_{i, j}=\alpha\left(y_{i, j}-x_{i, j}-f\left(x_{i, j}\right)\right)+D\left[x_{i+1, j}+x_{i-1, j}+x_{i, i+1}+x_{i, j-1}-4 x_{i, j}\right]
$$
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Table II-continued

| System in \& | Correspo | onding $\left(\begin{array}{lll}\alpha & \beta & \gamma \\ a & b & k\end{array}\right)$ | Eigenvalues in $D_{0}$ | Eigenvalues in $D_{1,-1}$ |  | T |  | Init. Cond. | Lyp. Exp. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Brockett | $\left(\begin{array}{l}52.566 \\ -1.018\end{array}\right.$ | $\left.\begin{array}{cc}54.813 & -1.00264 \\ -1.020 & -1\end{array}\right)$ | 0.7265 $-0.8377 \pm j 1.3275$ | -1.6808 $0.3134 \pm j 1.484$ | $\left(\begin{array}{c}1 \\ -1.046 \\ 53.66\end{array}\right.$ | 0 -52.566 2.4245 | ( $\left.{ }^{0} \begin{array}{c}0 \\ 52.566\end{array}\right)$ | -0.748 0.019 0.768 | 0.081 0 -1.07 |
| Ogorzalek | $\left(\begin{array}{c}-353.79 \\ -0.997166\end{array}\right.$ | $\left.\begin{array}{cc}-352.543 & -1.00267 \\ -0.997138 & -1\end{array}\right)$ | -1.0108 $0.0027 \pm j 0.5025$ | 1.1650 $-1.0901 \pm j 1.2644$ | $\left(\begin{array}{c}1 \\ -0.0125 \\ -353.48\end{array}\right.$ | 0 353.79 1056.9 | 0 0 -353.79 | -0.95 -0.00215 0.9472 | $\begin{gathered} 0.056 \\ 0 \\ -1.063 \end{gathered}$ |
| Sparrow | $\left(\begin{array}{l}-316.7848 \\ -0.9968445\end{array}\right.$ | $\left.\begin{array}{cc}-315.445 & -0.9996863 \\ -0.9967806 & -1\end{array}\right)$ | -1.0162 $0.0084 \pm j 0.5973$ | 1.4865 $-1.2530 \pm j 1.5796$ | $\left(\begin{array}{c}1 \\ -0.0199 \\ -316.7844\end{array}\right.$ | 0 316.785 627.2792 | 0 0 -316.7848 | $\left\lvert\, \begin{aligned} & -0.635 \\ & -0.0033 \\ & 0.632\end{aligned}\right.$ | 0.083 0 -1.084 |
| Dmitriev and Kislov | $\left(\begin{array}{c}2971.382 \\ -1.00033354\end{array}\right.$ | $\left.\begin{array}{cc}2978.630 & -0.99647 \\ -1.00033688 & -1\end{array}\right)$ | 1.1450 $-1.0663 \pm j 2.730$ | -2.2226 $0.6125 \pm j 2.9147$ | $\left(\begin{array}{c}1 \\ -1.001 \\ 2973.05\end{array}\right.$ | 0 -2971.482 -1274.67 | $\left.\begin{array}{c}0 \\ 0 \\ 2971.482\end{array}\right)$ | 1.871269 -0.000437 -1.873547 | ( $\begin{gathered}0.26 \\ 0 \\ -1.38\end{gathered}$ |
| Arnéodo | $\left(\begin{array}{l}-313.6291 \\ -0.9968661\end{array}\right.$ | $\left.\begin{array}{cc}-307.2771 & -1.0 \\ -0.9965362 & -1\end{array}\right)$ | -1.6482 $0.3327 \pm j .5175$ | 1.9156 $-1.5010 \pm j 2.9748$ | $\left(\begin{array}{c}1 \\ -1.086 \\ -312.449\end{array}\right.$ | 0 313.629 -27.081 | $\left.\begin{array}{c}0 \\ 0 \\ -313.629\end{array}\right)$ | 0.9212 0.008536 -0.90295 | 0.27 0 -1.29 |
| Arnéodo | $\left(\begin{array}{l}119.4383 \\ -1.00790\end{array}\right.$ | $\left.\begin{array}{cc}123.2917 & -1.0 \\ -1.008732 & -1\end{array}\right)$ | 0.8981 $-0.9209 \pm j 1.9130$ | $\begin{gathered} -1.8568 \\ 0.4069 \pm j 2.0491 \end{gathered}$ | $\left(\begin{array}{c}1 \\ -1.043 \\ 120.526\end{array}\right.$ | 0 -119.438 5.128 | $\left.\begin{array}{c}0 \\ 0 \\ 119.438\end{array}\right)$ | 1.2255 0.0056 -1.239 | $\begin{gathered} 0.166 \\ 0 \\ -1.158 \end{gathered}$ |
| Nishio | $\left(\begin{array}{c}-0.03258462 \\ -6.058885\end{array}\right.$ | $\left.\begin{array}{cc}1.207525 & -1.098891 \\ -112.264 & 1\end{array}\right)$ | 0.1213 $-0.0936 \pm j 0.3726$ | -3.6141 $0.0438 \pm j 0.3117$ | $\left(\begin{array}{c}1 \\ -28.6812 \\ -6.3745\end{array}\right.$ | 0 -0.1979 0.0326 | $\left.\begin{array}{c}0 \\ -0.0326 \\ 0\end{array}\right)$ | 0.63069 3.21152 4.15898 | $\begin{gathered} 0.026 \\ 0 \\ -2.39 \end{gathered}$ |
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Fig. 11. Spiral wave generated in a $100 \times 100$ array of identical Chua's oscillators.

$$
\begin{align*}
\dot{y}_{i, j} & =x_{i, j}-y_{i, j}+z_{i, j} \quad(i, j=1,2, \ldots, l) \\
\dot{z}_{i, j} & =-\beta y_{i, j}-\gamma z_{i, j} \tag{41}
\end{align*}
$$

The nonsymmetric three-segment PWL function $f(x)$ is given by

$$
\begin{equation*}
f(x)=(1 / 2)\left[\left(s_{1}+s_{2}\right) x+\left(s_{0}-s_{1}\right)\left(\left|x-B_{1}\right|-\left|B_{1}\right|\right)+\left(s_{2}-s_{0}\right)\left(\left|x-B_{2}\right|-\left|B_{2}\right|\right)\right] \tag{42}
\end{equation*}
$$

where in this case we consider breakpoints $B_{1}=-1, B_{2}=\left(s_{0}-s_{1}\right) /\left(s_{0}-s_{2}\right)$. The fundamental regime in each individual cell is a cyclical one and is achieved by choosing the parameter values, e.g. as follows: $\alpha=10, \beta=0.334091, \gamma=0$, $s_{1}=0.020706, s_{0}=-0.921, s_{2}=15$. The strong asymmetry of function $f$ provides for a high-relaxation character of the limit cycle, which is necessary for the dynamics to be stable. Figure 11 shows a fully evolved spiral with the diffusion coefficient $D=5$. Many other interesting phenomena and patterns can be generated in 2- and 3-dimensional arrays, for example autowaves (43), Turing patterns (44), and scroll waves (45).

## VI. Conclusions

Chua's circuit has proven to be an excellent paradigm for the generation of a multitude of different dynamical phenomena, and can thus obviate the need to consider many different models to simulate those phenomena. Chua's oscillator has unified the nonlinear dynamics of the entire 12-parameter family of piecewiselinear vector fields into a single system defined by Eq. (2), hence it is not necessary for beginners in nonlinear dynamics to study all those papers with diverse notations and jargons.

Even more significantly, arrays of Chua's circuits appear to be a suitable candidate for important applications ranging from image processing to the simulations
of biological processes. The building of the monolithic IC chip of Chua's circuit is an important step towards building large arrays via VLSI technology, and will make it possible to reproduce, in real time, almost all reaction-diffusion situations described in the literature with a relatively simple low-cost system.
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