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## Use Dual.

1. Find solution to primal, $(x, y)$. and dual, $(\alpha, \beta)$.
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1. Feasible integer solution.
2. Feasible dual solution.
3. Cost of integer solution $\leq \alpha$ times dual value.

Just did it. Used linear program. Faster?
Typically. (If dual is maximization.)
Begin with feasible dual.
Raise dual variables until tight constraint.
Set corresponding primal variable to an integer.
Recall Dual:

$$
\begin{aligned}
& \max \sum_{j} \alpha_{j} \\
& \forall i \in F \quad \sum_{j \in D} \beta_{i j} \leq f_{i} \\
& \forall i \in F, j \in D \quad \alpha_{j}-\beta_{i j} \leq d_{i j} \\
& \alpha_{j}, \beta_{i j} \leq 0
\end{aligned}
$$
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Make "edge" between two facilities if paid by a common client.
Permanently open an independent set of facilities in common client graph.
For client $j$, connected facility $i$ is opened. Good.
Connected facility not open
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