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## The dual.

In general.

$$
\begin{array}{ll}
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Weak Duality: primal $(P) \leq$ dual ( $D$ )
Feasible ( $x, y$ )
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Strong Duality: next lecture, previous lectures maybe?
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$c x=b y$.
If both are feasible, $c x \leq b y$, so must be optimal.
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## Again: simplex



$$
\begin{aligned}
\max 4 x_{1} & +2 x_{2} \\
3 x_{1} & \leq 60 \\
3 x_{2} & \leq 75 \\
3 x_{1}+2 x_{2} & \leq 100 \\
x_{1}, x_{2} & \geq 0
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Simplex: Start at vertex. Move to better neighboring vertex.
Until no better neighbor. Duality:
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$1 / 3$ times first plus second.
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## Example: review.

$$
\begin{array}{ll}
\max x_{1}+8 x_{2} & \min 4 y_{1}+3 y_{2}+7 y_{3} \\
x_{1} \leq 4 & y_{1}+y_{3} \geq 1 \\
x_{2} \leq 3 & y_{2}+2 y_{3} \geq 8 \\
x_{1}+2 x_{2} \leq 7 & x_{1}, x_{2} \geq 0 \\
y_{1}, y_{2}, y_{3} \geq 0 &
\end{array}
$$

"Matrix form"

$$
\begin{aligned}
& \max [1,8] \cdot\left[x_{1}, x_{2}\right]
\end{aligned} \min [4,3,7] \cdot\left[y_{1}, y_{2}, y_{3}\right] .
$$

## Matrix equations.

$$
\begin{array}{ll}
\max [1,8] \cdot\left[x_{1}, x_{2}\right] & \min [4,3,7] \cdot\left[y_{1}, y_{2}, y_{3}\right] \\
\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
1 & 2
\end{array}\right)\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right] \leq\left[\begin{array}{l}
4 \\
3 \\
7
\end{array}\right] & {\left[y_{1}, y_{2}, y_{3}\right]\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
1 & 2
\end{array}\right) \geq\left[\begin{array}{l}
1 \\
8
\end{array}\right]} \\
{\left[x_{1}, x_{2}\right] \geq 0} & {\left[y_{1}, y_{2}, y_{3}\right] \geq 0}
\end{array}
$$

We can rewrite the above in matrix form.

$$
A=\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
1 & 2
\end{array}\right) \quad c=[1,8] \quad b=[4,3,7]
$$

The primal is $A x \leq b, \max c \cdot x, x \geq 0$.
The dual is $y^{T} A \geq c, \min b \cdot y, y \geq 0$.
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Bipartite Graph $G=(V, E), w: E \rightarrow Z$.
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Solution: $x_{e}$ indicates whether edge $e$ is in matching.
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\begin{array}{r}
\max \sum_{e} w_{e} x_{e} \\
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\end{array}
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Strong Duality? Same value solutions. Hungarian algorithm !!!
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## Matrix View.

$x_{e}$ variable for $e=(u, v)$.


Row equation: $\sum_{e=(u, v)} x_{e}=1$. Row (dual) variable: $p_{u}$.
Column variable: $x_{e}$. Column (dual) constraint: $p_{u}+p_{v} \geq 1$.
Exercise: objectives?
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\begin{aligned}
& \max \sum_{e} w_{e} x_{e} \\
& \forall v: \sum_{e=(u, v)} x_{e}=1 \\
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$d_{i}$ - shortest $s_{i}, t_{i}$ path length. Toll problem!
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Strong Duality. Tight lower bound. First lecture. Or Experts.
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 $\min \mu$$$
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& \forall e: \mu c_{e}-\sum_{p \ni e} f_{p} \geq 0 \\
& \forall i: \sum_{p \in P_{i}} f_{p}=D_{i} \\
& f_{p} \geq 0
\end{aligned}
$$

Introduce variable for each constraint.
Introduce constraint for each var:
$\mu \rightarrow \sum_{e} c_{e} d_{e}=1 . \quad f_{p} \rightarrow \forall p \in P_{i} d_{i}-\sum_{e \in p} d_{e} \leq 0$.
Objective: right hand sides. $\max \sum_{i} D_{i} d_{i}$

$$
\begin{aligned}
\max & \sum_{i} D_{i} d_{i} \\
\forall p \in P_{i}: d_{i} & \leq \sum_{e \in p} d(e) \quad \sum_{e} c_{e} d_{e}=1
\end{aligned}
$$

$d_{i}$ - shortest $s_{i}, t_{i}$ path length. Toll problem!
Weak duality: toll lower bounds routing.
Strong Duality. Tight lower bound. First lecture. Or Experts.
Complementary Slackness:

## Dual.

 $\min \mu$$$
\begin{aligned}
& \forall e: \mu c_{e}-\sum_{p \ni e} f_{p} \geq 0 \\
& \forall i: \sum_{p \in P_{i}} f_{p}=D_{i} \\
& \quad f_{p} \geq 0
\end{aligned}
$$

Introduce variable for each constraint.
Introduce constraint for each var:
$\mu \rightarrow \sum_{e} c_{e} d_{e}=1 . \quad f_{p} \rightarrow \forall p \in P_{i} d_{i}-\sum_{e \in p} d_{e} \leq 0$.
Objective: right hand sides. $\max \sum_{i} D_{i} d_{i}$

$$
\begin{aligned}
\max & \sum_{i} D_{i} d_{i} \\
\forall p \in P_{i}: d_{i} & \leq \sum_{e \in p} d(e) \quad \sum_{e} c_{e} d_{e}=1
\end{aligned}
$$

$d_{i}$ - shortest $s_{i}, t_{i}$ path length. Toll problem!
Weak duality: toll lower bounds routing.
Strong Duality. Tight lower bound. First lecture. Or Experts.
Complementary Slackness: only route on shortest paths

## Dual.

 $\min \mu$$$
\begin{aligned}
& \forall e: \mu c_{e}-\sum_{p \ngtr e} f_{p} \geq 0 \\
& \forall i: \sum_{p \in P_{i}} f_{p}=D_{i} \\
& f_{p} \geq 0
\end{aligned}
$$

Introduce variable for each constraint.
Introduce constraint for each var:
$\mu \rightarrow \sum_{e} C_{e} d_{e}=1 . \quad f_{p} \rightarrow \forall p \in P_{i} d_{i}-\sum_{e \in p} d_{e} \leq 0$.
Objective: right hand sides. $\max \sum_{i} D_{i} d_{i}$

$$
\begin{aligned}
& \max \sum_{i} D_{i} d_{i} \\
& \forall p \in P_{i}: d_{i} \leq \sum_{e \in p} d(e) \quad \quad \sum_{e} c_{e} d_{e}=1
\end{aligned}
$$

$d_{i}$ - shortest $s_{i}, t_{i}$ path length. Toll problem!
Weak duality: toll lower bounds routing.
Strong Duality. Tight lower bound. First lecture. Or Experts.
Complementary Slackness: only route on shortest paths only have toll on congested edges.

## Matrix View

$f_{p}$ variable for path $e_{1}, e_{2}, \ldots, e_{k} . p$ connects $s_{i}, t_{i}$.

|  |  |  | $f_{p}$ |  | $\mu$ | rhs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\cdot$ | $\cdots$ | 0 | $\cdots$ | $\cdot$ | 0 |
| $d_{e_{1}}$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
|  | $\cdots$ | -1 | $\cdots$ | $c_{e_{1}}$ | 0 |  |
| $d_{e_{2}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{2}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{k}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{k}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{i}$ | $\cdot$ | $\cdot$ | 1 | $\cdot$ | $\cdots$ | $D_{i}$ |
| obj | 1 | 1 | 1 | 1 |  |  |
| Row constraint: $c_{e} \mu-\sum_{p \ni e} f_{p} \geq 0$. |  |  |  |  |  |  |

## Matrix View

$f_{p}$ variable for path $e_{1}, e_{2}, \ldots, e_{k}$. p connects $s_{i}, t_{i}$.

|  |  |  | $f_{p}$ |  | $\mu$ | rhs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\cdot$ | $\cdots$ | 0 | $\cdots$ | $\cdot$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{1}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{1}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{2}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{2}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{k}}$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{k}}$ | 0 |  |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{i}$ | $\cdot$ | $\cdot$ | 1 | $\cdot$ | $\cdots$ | $D_{i}$ |
| obj | 1 | 1 | 1 | 1 |  |  |

Row constraint: $c_{e} \mu-\sum_{p \ni e} f_{p} \geq 0$. Row (dual) variable: $d_{e}$.

## Matrix View

$f_{p}$ variable for path $e_{1}, e_{2}, \ldots, e_{k}$. p connects $s_{i}, t_{i}$.

|  |  |  | $f_{p}$ |  | $\mu$ | rhs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\cdot$ | $\cdots$ | 0 | $\cdots$ | $\cdot$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{1}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{1}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{2}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{2}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{k}}$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{k}}$ | 0 |  |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{i}$ | $\cdot$ | $\cdot$ | 1 | $\cdot$ | $\cdots$ | $D_{i}$ |
| obj | 1 | 1 | 1 | 1 |  |  |

Row constraint: $c_{e} \mu-\sum_{p \ni e} f_{p} \geq 0$. Row (dual) variable: $d_{e}$.
Row constraint: $\sum_{p \in P_{i}} f_{p}=D_{i}$.

## Matrix View

$f_{p}$ variable for path $e_{1}, e_{2}, \ldots, e_{k}$. p connects $s_{i}, t_{i}$.

|  |  |  | $f_{p}$ |  | $\mu$ | rhs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\cdot$ | $\cdots$ | 0 | $\cdots$ | $\cdot$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{1}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{1}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{2}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{2}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{k}}$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{k}}$ | 0 |  |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{i}$ | $\cdot$ | $\cdot$ | 1 | $\cdot$ | $\cdots$ | $D_{i}$ |
| obj | 1 | 1 | 1 | 1 |  |  |

Row constraint: $c_{e} \mu-\sum_{p \ni e} f_{p} \geq 0$. Row (dual) variable: $d_{e}$.
Row constraint: $\sum_{p \in P_{i}} f_{p}=D_{i}$. Row (dual) variable: $d_{j}$.

## Matrix View

$f_{p}$ variable for path $e_{1}, e_{2}, \ldots, e_{k} . p$ connects $s_{i}, t_{i}$.

|  |  |  | $f_{p}$ |  | $\mu$ | rhs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\cdot$ | $\cdots$ | 0 | $\cdots$ | $\cdot$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{1}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{1}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{2}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{2}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{k}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{k}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{i}$ | $\cdot$ | $\cdot$ | 1 | $\cdot$ | $\cdots$ | $D_{i}$ |
| obj | 1 | 1 | 1 | 1 |  |  |

Row constraint: $c_{e} \mu-\sum_{p \ni e} f_{p} \geq 0$. Row (dual) variable: $d_{e}$.
Row constraint: $\sum_{p \in P_{i}} f_{p}=D_{i}$. Row (dual) variable: $d_{i}$.
Column variable: $f_{p}$.

## Matrix View

$f_{p}$ variable for path $e_{1}, e_{2}, \ldots, e_{k} . p$ connects $s_{i}, t_{i}$.

|  |  |  | $f_{p}$ |  | $\mu$ | rhs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\cdot$ | $\cdots$ | 0 | $\cdots$ | $\cdot$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{1}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{1}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{2}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{2}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{k}}$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{k}}$ | 0 |  |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{i}$ | $\cdot$ | $\cdot$ | 1 | $\cdot$ | $\cdots$ | $D_{i}$ |
| obj | 1 | 1 | 1 | 1 |  |  |

Row constraint: $c_{e} \mu-\sum_{p \ni e} f_{p} \geq 0$. Row (dual) variable: $d_{e}$.
Row constraint: $\sum_{p \in P_{i}} f_{p}=D_{i}$. Row (dual) variable: $d_{i}$.
Column variable: $f_{p}$. Column (dual) constraint:

## Matrix View

$f_{p}$ variable for path $e_{1}, e_{2}, \ldots, e_{k} . p$ connects $s_{i}, t_{i}$.

|  |  |  | $f_{p}$ |  | $\mu$ | rhs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\cdot$ | $\cdots$ | 0 | $\cdots$ | $\cdot$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{1}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{1}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{2}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{2}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{k}}$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{k}}$ | 0 |  |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{i}$ | $\cdot$ | $\cdot$ | 1 | $\cdot$ | $\cdots$ | $D_{i}$ |
| obj | 1 | 1 | 1 | 1 |  |  |

Row constraint: $c_{e} \mu-\sum_{p \ni e} f_{p} \geq 0$. Row (dual) variable: $d_{e}$.
Row constraint: $\sum_{p \in P_{i}} f_{p}=D_{i}$. Row (dual) variable: $d_{i}$.
Column variable: $f_{p}$. Column (dual) constraint: $d_{i}-\sum_{e \in p} d_{e} \leq 0$.

## Matrix View

$f_{p}$ variable for path $e_{1}, e_{2}, \ldots, e_{k} . p$ connects $s_{i}, t_{i}$.

|  |  |  | $f_{p}$ |  | $\mu$ | rhs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\cdot$ | $\cdots$ | 0 | $\cdots$ | $\cdot$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{1}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{1}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{2}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{2}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{k}}$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{k}}$ | 0 |  |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{i}$ | $\cdot$ | $\cdot$ | 1 | $\cdot$ | $\cdots$ | $D_{i}$ |
| obj | 1 | 1 | 1 | 1 |  |  |

Row constraint: $c_{e} \mu-\sum_{p \ni e} f_{p} \geq 0$. Row (dual) variable: $d_{e}$.
Row constraint: $\sum_{p \in P_{i}} f_{p}=D_{i}$. Row (dual) variable: $d_{i}$.
Column variable: $f_{p}$. Column (dual) constraint: $d_{i}-\sum_{e \in p} d_{e} \leq 0$.
Column variable: $\mu$.

## Matrix View

$f_{p}$ variable for path $e_{1}, e_{2}, \ldots, e_{k} . p$ connects $s_{i}, t_{i}$.

|  |  |  | $f_{p}$ |  | $\mu$ | rhs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\cdot$ | $\cdots$ | 0 | $\cdots$ | $\cdot$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{1}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{1}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{2}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{2}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{k}}$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{k}}$ | 0 |  |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{i}$ | $\cdot$ | $\cdot$ | 1 | $\cdot$ | $\cdots$ | $D_{i}$ |
| obj | 1 | 1 | 1 | 1 |  |  |

Row constraint: $c_{e} \mu-\sum_{p \ni e} f_{p} \geq 0$. Row (dual) variable: $d_{e}$.
Row constraint: $\sum_{p \in P_{i}} f_{p}=D_{i}$. Row (dual) variable: $d_{i}$.
Column variable: $f_{p}$. Column (dual) constraint: $d_{i}-\sum_{e \in p} d_{e} \leq 0$.
Column variable: $\mu$. Column (dual) constraint:

## Matrix View

$f_{p}$ variable for path $e_{1}, e_{2}, \ldots, e_{k} . p$ connects $s_{i}, t_{i}$.

|  |  |  | $f_{p}$ |  | $\mu$ | rhs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\cdot$ | $\cdots$ | 0 | $\cdots$ | $\cdot$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{1}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{1}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{2}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{2}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{k}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{k}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{i}$ | $\cdot$ | $\cdot$ | 1 | $\cdot$ | $\cdots$ | $D_{i}$ |
| obj | 1 | 1 | 1 | 1 |  |  |

Row constraint: $c_{e} \mu-\sum_{p \ni e} f_{p} \geq 0$. Row (dual) variable: $d_{e}$.
Row constraint: $\sum_{p \in P_{i}} f_{p}=D_{i}$. Row (dual) variable: $d_{i}$.
Column variable: $f_{p}$. Column (dual) constraint: $d_{i}-\sum_{e \in p} d_{e} \leq 0$.
Column variable: $\mu$. Column (dual) constraint: $\sum_{e} d(e) c(e)=1$.

## Matrix View

$f_{p}$ variable for path $e_{1}, e_{2}, \ldots, e_{k} . p$ connects $s_{i}, t_{i}$.

|  |  |  | $f_{p}$ |  | $\mu$ | rhs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\cdot$ | $\cdots$ | 0 | $\cdots$ | $\cdot$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{1}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{1}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{2}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{2}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{e_{k}}$ | $\cdot$ | $\cdots$ | -1 | $\cdots$ | $c_{e_{k}}$ | 0 |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 0 |
| $d_{i}$ | $\cdot$ | $\cdot$ | 1 | $\cdot$ | $\cdots$ | $D_{i}$ |
| obj | 1 | 1 | 1 | 1 |  |  |

Row constraint: $c_{e} \mu-\sum_{p \ni e} f_{p} \geq 0$. Row (dual) variable: $d_{e}$.
Row constraint: $\sum_{p \in P_{i}} f_{p}=D_{i}$. Row (dual) variable: $d_{i}$.
Column variable: $f_{p}$. Column (dual) constraint: $d_{i}-\sum_{e \in p} d_{e} \leq 0$.
Column variable: $\mu$. Column (dual) constraint: $\sum_{e} d(e) c(e)=1$.
Exercise: obiectives?

## Exponential size.

Multicommodity flow.
$\min \mu$

$$
\begin{aligned}
& \forall e: \mu c_{e}-\sum_{p \ni e} f_{p} \geq 0 \\
& \forall i: \sum_{p \in P_{i}} f_{p}=d_{i} \\
& \quad f_{p} \geq 0
\end{aligned}
$$

## Exponential size.

Multicommodity flow.

$$
\begin{aligned}
& \quad \min \mu \\
& \forall e: \mu c_{e}-\sum_{p \ni e} f_{p} \geq 0 \\
& \forall i: \sum_{p \in P_{i}} f_{p}=d_{i} \\
& f_{p} \geq 0
\end{aligned}
$$

Dual is.

$$
\begin{array}{r}
\max \sum_{i} D_{i} d_{i} \\
\forall p \in P_{i}: d_{i} \leq \sum_{e \in p} d(e)
\end{array}
$$

## Exponential size.

Multicommodity flow.

$$
\begin{aligned}
& \quad \min \mu \\
& \forall e: \mu c_{e}-\sum_{p \ni e} f_{p} \geq 0 \\
& \forall i: \sum_{p \in P_{i}} f_{p}=d_{i} \\
& f_{p} \geq 0
\end{aligned}
$$

Dual is.

$$
\begin{array}{r}
\max \sum_{i} D_{i} d_{i} \\
\forall p \in P_{i}: d_{i} \leq \sum_{e \in p} d(e)
\end{array}
$$

Exponential sized programs?

## Exponential size.

Multicommodity flow.

$$
\begin{aligned}
& \quad \min \mu \\
& \forall e: \mu c_{e}-\sum_{p \ni e} f_{p} \geq 0 \\
& \forall i: \sum_{p \in P_{i}} f_{p}=d_{i} \\
& f_{p} \geq 0
\end{aligned}
$$

Dual is.

$$
\begin{array}{r}
\max \sum_{i} D_{i} d_{i} \\
\forall p \in P_{i}: d_{i} \leq \sum_{e \in p} d(e)
\end{array}
$$

Exponential sized programs?
Answer 1:

## Exponential size.

Multicommodity flow.

$$
\begin{aligned}
& \quad \min \mu \\
& \forall e: \mu c_{e}-\sum_{p \ni e} f_{p} \geq 0 \\
& \forall i: \sum_{p \in P_{i}} f_{p}=d_{i} \\
& f_{p} \geq 0
\end{aligned}
$$

Dual is.

$$
\begin{array}{r}
\max \sum_{i} D_{i} d_{i} \\
\forall p \in P_{i}: d_{i} \leq \sum_{e \in p} d(e)
\end{array}
$$

Exponential sized programs?
Answer 1: We solved anyway!

## Exponential size.

Multicommodity flow.

$$
\begin{aligned}
& \quad \min \mu \\
& \forall e: \mu c_{e}-\sum_{p \ni e} f_{p} \geq 0 \\
& \forall i: \sum_{p \in P_{i}} f_{p}=d_{i} \\
& f_{p} \geq 0
\end{aligned}
$$

Dual is.

$$
\begin{array}{r}
\max \sum_{i} D_{i} d_{i} \\
\forall p \in P_{i}: d_{i} \leq \sum_{e \in p} d(e)
\end{array}
$$

Exponential sized programs?
Answer 1: We solved anyway!
Answer 2:

## Exponential size.

Multicommodity flow.

$$
\begin{aligned}
& \quad \min \mu \\
& \forall e: \mu c_{e}-\sum_{p \ni e} f_{p} \geq 0 \\
& \forall i: \sum_{p \in P_{i}} f_{p}=d_{i} \\
& f_{p} \geq 0
\end{aligned}
$$

Dual is.

$$
\begin{array}{r}
\max \sum_{i} D_{i} d_{i} \\
\forall p \in P_{i}: d_{i} \leq \sum_{e \in p} d(e)
\end{array}
$$

Exponential sized programs?
Answer 1: We solved anyway!
Answer 2: Ellipsoid algorithm.

## Exponential size.

Multicommodity flow.

$$
\begin{aligned}
& \quad \min \mu \\
& \forall e: \mu c_{e}-\sum_{p \ni e} f_{p} \geq 0 \\
& \forall i: \sum_{p \in P_{i}} f_{p}=d_{i} \\
& f_{p} \geq 0
\end{aligned}
$$

Dual is.

$$
\begin{array}{r}
\max \sum_{i} D_{i} d_{i} \\
\forall p \in P_{i}: d_{i} \leq \sum_{e \in p} d(e)
\end{array}
$$

Exponential sized programs?
Answer 1: We solved anyway!
Answer 2: Ellipsoid algorithm.
Find violated constraint $\rightarrow$ poly time algorithm.

## Exponential size.

Multicommodity flow.

$$
\begin{aligned}
& \quad \min \mu \\
& \forall e: \mu c_{e}-\sum_{p \ni e} f_{p} \geq 0 \\
& \forall i: \sum_{p \in P_{i}} f_{p}=d_{i} \\
& f_{p} \geq 0
\end{aligned}
$$

Dual is.

$$
\begin{array}{r}
\max \sum_{i} D_{i} d_{i} \\
\forall p \in P_{i}: d_{i} \leq \sum_{e \in p} d(e)
\end{array}
$$

Exponential sized programs?
Answer 1: We solved anyway!
Answer 2: Ellipsoid algorithm.
Find violated constraint $\rightarrow$ poly time algorithm.
Answer 3: there is polynomial sized formulation.

## Exponential size.

Multicommodity flow.

$$
\begin{aligned}
& \quad \min \mu \\
& \forall e: \mu c_{e}-\sum_{p \ni e} f_{p} \geq 0 \\
& \forall i: \sum_{p \in P_{i}} f_{p}=d_{i} \\
& f_{p} \geq 0
\end{aligned}
$$

Dual is.

$$
\begin{array}{r}
\max \sum_{i} D_{i} d_{i} \\
\forall p \in P_{i}: d_{i} \leq \sum_{e \in p} d(e)
\end{array}
$$

Exponential sized programs?
Answer 1: We solved anyway!
Answer 2: Ellipsoid algorithm.
Find violated constraint $\rightarrow$ poly time algorithm.
Answer 3: there is polynomial sized formulation.
Question: what is it?

See you on Thursday.

