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Give differentiable $f(x)$, find minimum.
Alg:
While "not good enough":

$$
x^{i+1}=x^{i}-\varepsilon_{i} \nabla f\left(x^{i}\right) .
$$

$\nabla\left(f\left(x^{i}\right)=0 \Longrightarrow\right.$ Optimal.
Constrained: project gradient into affine space.
Projected $\left(\nabla\left(f\left(x^{i}\right)\right)=0 \Longrightarrow\right.$ Optimal.
Dumber: just move to $x^{(i+1)}$ with smaller $f\left(x^{(i)}\right.$ in affine subspace.
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## Projection.

$$
c=A x, \quad \text { minimize } \max _{e} c(e) \quad \text { where } \sum_{p} x(p)=F
$$

Smooth version: $x$ that minimizes $\sum_{e} 2^{c(e)}$

$$
\nabla_{x}(f(R)) \propto A^{t} \overrightarrow{2^{c(e)}} .
$$

We also have: $\sum_{p} x(p)=F$
Affine subspace: so can project!

## Picture



$$
c=A x
$$

e space isocline.
$c\left(e_{2}\right)$

$x$ space feasibility. $x\left(p_{2}\right)$
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Stable now!
Nash Equilibrium:
neither player has incentive to change strategy.
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Roshambo: rock,paper, scissors.

|  | R | P | S |
| :---: | :---: | :---: | :---: |
| R | 0 | 1 | -1 |
| P | -1 | 0 | 1 |
| S | 1 | -1 | 0 |

Any Nash Equilibrium?
$(R, R)$ ? no. $(R, P)$ ? no. $(R, S)$ ? no.
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## Mixed Strategies.
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| P | S |  |  |  |
|  |  |  |  |  |
| R |  | 0 | 1 | -1 |
| P |  | -1 | 0 | 1 |
| S |  | 1 | -1 | 0 |

How do you play?

## Mixed Strategies.

|  |  | R |  | P |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
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## Equilibrium

|  |  | R | P S |  |  |
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## Equilibrium

|  |  | R |  | P |
| :---: | :---: | :---: | :---: | :---: |
| S |  |  |  |  |
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| R | $.3 \overline{3}$ | 0 | 1 | -1 |
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Mixed strat. payoff is weighted av. of payoffs of pure strats.
$E[X]=\sum_{(i, j)}(\operatorname{Pr}[i] \times \operatorname{Pr}[j]) X(i, j)$
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|  | $R$ | $P$ | S |  |
| :---: | :---: | :---: | :---: | :---: |
| $R$ | 0 | 1 | -1 | 1 |
| P | -1 | 0 | 1 | 1 |
| S | 1 | -1 | 0 | 1 |
| E | -1 | -1 | -1 | 0 |

Equilibrium? (E,E). Pure strategy equilibrium. Notation: Rock is 1, Paper is 2, Scissors is 3, prEmpt is 4. Payoff Matrix.
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$$
\begin{aligned}
& R=\max _{y} \min _{x}\left(x^{t} A y\right) . \\
& C=\min _{x} \max _{y}\left(x^{t} A y\right) .
\end{aligned}
$$

## Weak Duality: $R \leq C$. <br> Proof: Better to go second.

At Equilibrium $\left(x^{*}, y^{*}\right)$, payoff $v$ :
row payoffs $\left(A y^{*}\right)$ all $\geq v \Longrightarrow R \geq v$.
column payoffs $\left(\left(x^{*}\right)^{t} A\right)$ all $\leq v \Longrightarrow v \geq C$.
$\Longrightarrow R \geq C$
Equilibrium $\Longrightarrow R=C$ !
Strong Duality: There is an equilibrium point! and $R=C$ !
Doesn't matter who plays first!

## Proof of Equilibrium.

Later. Let's see some examples.
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Row ("Catch me"): choose path from $a$ to $b$.
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Matrix:
row for each path: $p$
column for each edge: $e$
$A[p, e]=1$ if $e \in p$.
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## Catchme:

Blue with prob. 1/3. Green with prob. 1/6. Pink with prob. 1/2.

## Catcher:

Caught, sometimes.
With probability $1 / 2$.
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## Defense:

Where should "catcher" play to catch any path? a cut. Minimum cut allows the maximum toll on any edge!

What should "catch me" do to avoid catcher?
minimize maximum load on any edge!
Max-Flow Problem.
Note: exponentially many strategies for "catch me"!
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Given: $G=(V, E)$.
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Row: choose routing of all paths.
Column: choose edge.
Row pays if column chooses edge on any path.
Matrix:
row for each routing: $r$
column for each edge: $e$
$A[r, e]$ is congestion on edge $e$ by routing $r$
Offense: (Best Response.)
Router: route along shortest paths.
Toll: charge most loaded edge.
Defense: Toll: maximize shortest path under tolls.
Route: minimize max loaded on any edge.
Again: exponential number of paths for route player.
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## Finding Equilibrium.

...see you Tuesday.

