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## Strategic Games.

$N$ players.
Each player has strategy set. $\left\{S_{1}, \ldots, S_{N}\right\}$.
Vector valued payoff function: $u\left(s_{1}, \ldots, s_{n}\right)$ (e.g., $\in \mathfrak{R}^{N}$ ).
Example:
2 players
Player 1: \{ Defect, Cooperate \}.
Player 2: \{ Defect, Cooperate \}.
Payoff:

|  | $\mathbf{C}$ | $\mathbf{D}$ |
| :--- | :---: | :---: |
| C | $(3,3)$ | $(0,5)$ |
| D | $(5,0)$ | $(1,1)$ |

## Famous because?

$$
\left.\begin{array}{r|c|c|} 
& \mathbf{C} & \mathbf{D} \\
\mathbf{C} & (3,3) & (0,5) \\
\mathbf{D} & (5,0) & (.1 .1)
\end{array} \right\rvert\, \begin{aligned}
& \text { What is the best thing for the players to do? }
\end{aligned}
$$
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## Famous because?



What is the best thing for the players to do?
Both cooperate. Payoff (3,3).
If player 1 wants to do better, what does she do?
Defects! Payoff $(5,0)$
What does player 2 do now?
Defects! Payoff (.1,.1).
Stable now!
Nash Equilibrium:
neither player has incentive to change strategy.
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What is $x$ ? A vector of vectors: vector $i$ is length $m_{i}$.
What is $x_{-i} ; z$ ? $x$ with $x_{i}$ replaced by $z$.
What does say? No new strategy for player $i$ that is better!
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## Brouwer Fixed Point Theorem.

Theorem: Every continuous from from a closed compact convex (c.c.c.) set to itself has a fixed point.


Fixed point!

What is the closed convex set here?
The unit square? Or the unit interval?
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Exponentially large graph with vertex set $\{0,1\}^{n}$.
Circuit given name of graph finds previous, $P(v)$, and next, $N(v)$. Sperner: local information gives neighbor.
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