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Eigenvalues of graphs.
Through Cuts.
Cheeger's isoperimetric inequality.

## Example Problem: clustering.

- Points: documents, dna, preferences.
- Graphs: applications to VLSI, parallel processing, image segmentation.

Image example.
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Which region? Normalized Cut: Find $S$, which minimizes

$$
\frac{w(S, \bar{S})}{w(S) \times w(\bar{S})}
$$

Ratio Cut: minimize

$$
\frac{w(S, \bar{S})}{w(S)}
$$

$w(S)$ no more than half the weight. (Minimize cost per unit weight that is removed.)
Either is generally useful!
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Graph $G=(V, E)$,
Assume regular graph of degree $d$.
Edge Expansion.

$$
h(S)=\frac{|E(S, V-S)|}{d \min |S|,|V-S|}, h(G)=\min _{S} h(S)
$$

Conductance.

$$
\phi(S)=\frac{n|E(S, V-S)|}{d|S| V-S \mid}, \phi(G)=\min _{S} \phi(S)
$$

Note $n \geq \max (|S|,|V|-|S|) \geq n / 2$
$\rightarrow h(G) \leq \phi(G) \leq 2 h(G)$
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$M=A / d$ adjacency matrix, $A$
Eigenvector: a vector $v$ where $M v=\lambda v$
Real, symmetric.
Claim: Any two eigenvectors with different eigenvalues are orthogonal.
Proof: Eigenvectors: $v, v^{\prime}$ with eigenvalues $\lambda, \lambda^{\prime}$.
$v^{\top} M v^{\prime}=v^{\top}\left(\lambda^{\prime} v^{\prime}\right)=\lambda^{\prime} v^{\top} v^{\prime}$
$v^{\top} M v^{\prime}=\lambda v^{\top} v^{\prime}=\lambda v^{\top} v$.
Distinct eigenvalues $\rightarrow$ orthonormal basis.
In basis: matrix is diagonal..

$$
M=\left[\begin{array}{cccc}
\lambda_{1} & 0 & \ldots & 0 \\
0 & \lambda_{2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \lambda_{n}
\end{array}\right]
$$
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## Hypercube
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\begin{aligned}
& V=\{0,1\}^{d} \quad(x, y) \in E \text { when } x \text { and } y \text { differ in one bit. } \\
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\approx \frac{2^{d}}{\sqrt{d}}
$$

Vertex expansion: $\approx \frac{1}{\sqrt{d}}$.
Edge expansion: $d / 2$ edges to next level. $\approx \frac{1}{2 \sqrt{d}}$
Worse by a factor of $\sqrt{d}$
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Anyone see any symmetry?
Coordinate cuts. +1 on one side, -1 on other.
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(M v)_{i}=(1-2 / d) v_{i}
$$

Eigenvalue $1-2 / d$. d Eigenvectors. Why orthogonal?
Next eigenvectors?
Delete edges in two dimensions.
Four subcubes: bipartite. Color $\pm 1$
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Tight example for upper bound for Cheeger.
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## Random Walk.

$p$ - probability distribution.
Probability distrubtion after choose a random neighbor. Mp.
Converge to uniform distribution.
Power method: $M^{t} x$ goes to highest eigenvector.
$M^{t} x=a_{1} \lambda_{1}^{t} v_{1}+a_{2} \lambda_{2} v_{2}+\cdots$
$\lambda_{1}-\lambda_{2}$ - rate of convergence.
$\Omega\left(n^{2}\right)$ steps to get close to uniform.
Start at node 0 , probability distribution, $[1,0,0, \cdots, 0]$.
Takes $\Omega\left(n^{2}\right)$ to get $n$ steps away.
Recall drunken sailor.

