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"Projecting and scaling by $\sqrt{\frac{d}{k}}$ preserves all pairwise distances w/in factor of $1 \pm \varepsilon$."
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Random projection: first $k$ coordinates of random unit vector, $z_{i}$.
$E\left[\sum_{i \in[d]} z_{i}^{2}\right]=1$. Linearity of Expectation.
By symmetry, each $z_{i}$ is identically distributed.
$E\left[\sum_{i \in[k]} z_{i}^{2}\right]=\frac{k}{d}$. Linearity of Expectation.
Expected length is $\sqrt{\frac{k}{d}}$.
Johnson-Lindenstrass: close to expectation.
$k$ is large enough $\rightarrow$
$\approx(1 \pm \varepsilon) \sqrt{\frac{k}{d}}$ with decent probability.
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Find nearby points in high dimensional space.
Points could be images!
Hash function $h(\cdot)$ s.t. $h\left(x_{i}\right)=h\left(x_{j}\right)$ if $d\left(x_{i}, x_{j}\right) \leq \delta$.
Low dimensions: grid cells give $\sqrt{d}$-approximation.
Not quite a solution. Why?
Close to grid boundary.
Find close points to $x$ :
Check grid cell and neighboring grid cells.
Project high dimensional points into low dimensions.
Use grid hash function.
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## Summary

Cuckoo hashing.
Two hash functions. Few cycles in random sparse graph. Chaining works!

Johnson-Lindenstrass.
$O(\log n)$ dimensions give good approximation of distances.

