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This PowerPoint 2007 template produces a 48”x72” 
presentation poster. You can use it to create your research 
poster and save valuable time placing titles, subtitles, text, 
and graphics.  
  

We provide a series of online answer your poster production 
questions. To view our template tutorials, go online to 
PosterPresentations.com and click on HELP DESK. 
  

When you are ready to  print your poster, go online to 
PosterPresentations.com 
  

Need assistance? Call us at 1.510.649.3001 
  
 
 
 
 

 

Q U I C K  S TA R T  
  

Zoom in and out 
As you work on your poster zoom in and out to the 
level that is more comfortable to you. Go to VIEW > 
ZOOM. 

 
Title, Authors, and Affiliations 

Start designing your poster by adding the title, the names of the 
authors, and the affiliated institutions. You can type or paste text 
into the provided boxes. The template will automatically adjust the 
size of your text to fit the title box. You can manually override this 
feature and change the size of your text.  
  

T I P : The font size of your title should be bigger than your name(s) 
and institution name(s). 
 
 
 
 

 
 

Adding Logos / Seals 
Most often, logos are added on each side of the title. You can insert 
a logo by dragging and dropping it from your desktop, copy and 
paste or by going to INSERT > PICTURES. Logos taken from web sites 
are likely to be low quality when printed. Zoom it at 100% to see 
what the logo will look like on the final poster and make any 
necessary adjustments.   
 

T I P :  See if your company’s logo is available on our free poster 
templates page. 
 

Photographs / Graphics 
You can add images by dragging and dropping from your desktop, 
copy and paste, or by going to INSERT > PICTURES. Resize images 
proportionally by holding down the SHIFT key and dragging one of 
the corner handles. For a professional-looking poster, do not distort 
your images by enlarging them disproportionally. 
 

 
 
 
 
 
 
 
 

Image Quality Check 
Zoom in and look at your images at 100% magnification. If they look 
good they will print well.  
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How to change the template color theme 
You can easily change the color theme of your poster by going 
to the DESIGN menu, click on COLORS, and choose the color 
theme of your choice. You can also create your own color 
theme. 
 
 
 
 
 
 
 
 
 
You can also manually change the color of your background by 
going to VIEW > SLIDE MASTER.  After you finish working on 
the master be sure to go to VIEW > NORMAL to continue 
working on your poster. 
 

How to add Text 
The template comes with a number of pre-
formatted placeholders for headers and 
text blocks. You can add more blocks by 
copying and pasting the existing ones or by 
adding a text box from the HOME menu.  

 
 Text size 

Adjust the size of your text based on how much content you 
have to present. The default template text offers a good 
starting point. Follow the conference requirements. 

 
How to add Tables 

To add a table from scratch go to the INSERT menu 
and click on TABLE. A drop-down box will help you 
select rows and columns.  

You can also copy and a paste a table from Word or another 
PowerPoint document. A pasted table may need to be re-
formatted by RIGHT-CLICK > FORMAT SHAPE, TEXT BOX, 
Margins. 
 

Graphs / Charts 
You can simply copy and paste charts and graphs from Excel or 
Word. Some reformatting may be required depending on how 
the original document has been created. 
 

How to change the column configuration 
RIGHT-CLICK on the poster background and select LAYOUT to 
see the column options available for this template. The poster 
columns can also be customized on the Master. VIEW > 
MASTER. 

 
How to remove the info bars 

If you are working in PowerPoint for Windows and have 
finished your poster, save as PDF and the bars will not be 
included. You can also delete them by going to VIEW > 
MASTER. On the Mac adjust the Page-Setup to match the 
Page-Setup in PowerPoint before you create a PDF. You can 
also delete them from the Slide Master. 
 

Save your work 
Save your template as a PowerPoint document. For printing, 
save as PowerPoint or “Print-quality” PDF. 
 
 

Student discounts are available on our Facebook page. 
Go to PosterPresentations.com and click on the FB icon.  
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Algorithm 1 Data structure construction procedure

Require: A dataset D of n points p1, . . . , pn, the number of simple indices m that constitute a composite index
and the number of composite indices L
function CONSTRUCT(D,m,L)

{ujl}j2[m],l2[L]

 mL random unit vectors in Rd

{Tjl}j2[m],l2[L]

 mL empty binary search trees or skip lists
for j = 1 to m do

for l = 1 to L do

for i = 1 to n do

pijl  hpi, ujli
Insert (pijl, i) into Tjl with pijl being the key and i being the value

end for

end for

end for

return {(Tjl, ujl)}j2[m],l2[L]

end function

Algorithm 2 k-nearest neighbour querying procedure

Require: Query point q in Rd, binary search trees/skip lists and their associated projection vectors
{(Tjl, ujl)}j2[m],l2[L]

, the number of points to retrieve k
0

and the number of points to visit k
1

in each
composite index
function QUERY(q, {(Tjl, ujl)}j,l, k0, k1)

Cl  array of size n with entries initialized to 0 8l 2 [L]
qjl  hq, ujli 8j 2 [m], l 2 [L]
Sl  ; 8l 2 [L]
Pl  empty priority queue 8l 2 [L]
for l = 1 to L do

for j = 1 to m do

(p
(1)

jl , h
(1)

jl ) the node in Tjl whose key is the closest to qjl

Insert (p(1)jl , h
(1)

jl ) with priority �|p(1)jl � qjl| into Pl

end for

end for

for i0 = 1 to k
1

� 1 do

for l = 1 to L do

if |Sl| < k
0

then

(p
(i)
jl , h

(i)
jl ) the node with the highest priority in Pl

Remove (p
(i)
jl , h

(i)
jl ) from Pl and insert the node in Tjl whose key is the next closest to qjl,

which is denoted as (p(i+1)

jl , h
(i+1)

jl ), with priority �|p(i+1)

jl � qjl| into Pl

Cl[h
(i)
jl ] Cl[h

(i)
jl ] + 1

if Cl[h
(i)
jl ] = m then

Sl  Sl [ {h(i)
jl }

end if

end if

end for

end for

return k points in
S

l2[L]

Sl that are the closest in Euclidean distance in Rd to q

end function
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•  Exis/ng	
  methods	
  suffer	
  from	
  the	
  curse	
  of	
  
dimensionality.	
  	
  

•  Most	
  exis/ng	
  methods	
  rely	
  on	
  a	
  divide-­‐and-­‐conquer	
  
strategy	
  known	
  as	
  space	
  par//oning.	
  	
  

•  We	
  present	
  a	
  new	
  algorithm	
  that	
  overcomes	
  the	
  curse	
  
of	
  dimensionality,	
  which	
  has:	
  
- Time	
  complexity:	
  linear	
  in	
  ambient	
  dimensionality,	
  sub-­‐
linear	
  in	
  intrinsic	
  dimensionality	
  and	
  size	
  of	
  the	
  dataset.	
  	
  

- Space	
  complexity:	
  independent	
  of	
  ambient	
  
dimensionality	
  and	
  linear	
  in	
  size	
  of	
  the	
  dataset.	
  	
  

Introduc>on	
  

•  Most	
  exis/ng	
  methods	
  rely	
  on	
  space	
  par//oning:	
  	
  
	
  k-­‐d	
  tree 	
  LSH 	
  RP	
  tree	
  

	
  
•  Problems:	
  
- As	
  dimensionality	
  increases,	
  volume	
  of	
  space	
  grows	
  
exponen/ally	
  	
  	
  	
  	
  	
  	
  either	
  the	
  number	
  or	
  the	
  size	
  of	
  cells	
  
must	
  grow	
  exponen/ally.	
  	
  

-  “Field	
  of	
  view”	
  is	
  limited	
  to	
  the	
  cell	
  containing	
  the	
  
query;	
  algorithm	
  unaware	
  of	
  points	
  in	
  adjacent	
  cells.	
  	
  

- As	
  dimensionality	
  increases,	
  surface	
  area	
  grows	
  faster	
  
than	
  volume	
  	
  	
  	
  	
  	
  	
  points	
  likely	
  to	
  be	
  near	
  cell	
  boundaries.	
  	
  

- Choosing	
  good	
  par//oning	
  is	
  non-­‐trivial.	
  Once	
  chosen,	
  
cannot	
  adapt	
  to	
  changes	
  in	
  data	
  density.	
  	
  

The	
  Case	
  Against	
  Space	
  Par>>oning	
  

Algorithm	
   Complexity	
  

•  Key	
  Observa/on:	
  	
  
- Points	
  are	
  added	
  to	
  
the	
  candidate	
  set	
  in	
  
the	
  order	
  of	
  
maximum	
  projected	
  
distance	
  to	
  the	
  query.	
  	
  

- Maximum	
  projected	
  
distance	
  is	
  a	
  lower	
  
bound	
  of	
  the	
  true	
  
distance.	
  	
  

- As	
  #	
  of	
  projec/on	
  
direc/ons	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  ,	
  	
  
this	
  	
  	
  	
  	
  	
  	
  	
  true	
  distance.	
  	
  

Ke	
  Li 	
  Jitendra	
  Malik	
  
{ke.li,malik}@eecs.berkeley.edu 

Fast	
  k-­‐Nearest	
  Neighbour	
  Search	
  via	
  Priori>zed	
  DCI	
  

…

…

1 
Project	
  data	
  points	
  and	
  query	
  along	
  random	
  

direc/ons.	
  	
  

2 
Add	
  the	
  closest	
  point	
  to	
  the	
  query	
  along	
  
each	
  projec/on	
  direc/on	
  to	
  the	
  fron/er.	
  	
  

3 
Visit	
  the	
  point	
  on	
  the	
  fron/er	
  with	
  the	
  

shortest	
  projected	
  distance	
  to	
  the	
  query.	
  

5 
Visit	
  the	
  point	
  on	
  the	
  fron/er	
  with	
  the	
  

shortest	
  projected	
  distance	
  to	
  the	
  query.	
  

7 
Current	
  point	
  has	
  now	
  been	
  visited	
  along	
  all	
  
direc/ons	
  and	
  is	
  added	
  to	
  candidate	
  set.	
  	
  

4 
Add	
  the	
  next	
  closest	
  point	
  along	
  the	
  most	
  
recently	
  processed	
  direc/on	
  to	
  the	
  fron/er.	
  	
  

6 
Points	
  highlighted	
  in	
  dark	
  orange	
  have	
  been	
  
visited;	
  visit	
  the	
  next	
  point	
  on	
  the	
  fron/er.	
  	
  

8 
Search	
  exhaus/vely	
  over	
  all	
  points	
  in	
  the	
  

candidate	
  set	
  and	
  return	
  the	
  k	
  closest	
  ones.	
  	
  

Spill	
  Tree,	
  
RP	
  Tree	
  

DCI	
  

Priori/zed	
  DCI	
  

Nav.	
  Net,	
  
Cover	
  Tree,	
  
K&R	
  

Space	
  

Dele/on	
  

Inser/on	
  

Construc/on	
  

Query	
  

O(m(dn+ n log n))

O(dkmax(log(n/k), (n/k)1�m/d0
)+

mk logm(max(log(n/k), (n/k)1�1/d0
)))

O(m(d+ log n))

O(m log n)

O(mn)

where	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  is	
  #	
  of	
  projec/on	
  direc/ons	
  m � 1

! 1
!

)

)

Experiments	
  

approximation ratio =

distance to retrieved nearest neighbours

distance to true nearest neighbours

14x	
  

22x	
  

CIFAR-­‐100	
  

116x	
  

MNIST	
  


