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ntroducion ~~~ Wsemng  [Wproperties of the Learning Problem Formulation _ WFuureWork

* Optimization problems are ubiquitous in science * Given: a set of training objective functions * The prediction of the neural net at any point in time Algorithm 1 General structure of optimization algorithms Learning to Optimize Neural Nets
and engineering. fis---, fn ~F,adistribution D for initializing the affects the inputs that it sees in the future. Require: Objective function f (https://arxiv.org/abs/1703.00441)
* Devising a new optimization algorithm manually is iterate and a meta-loss £(f,z",...,z""’) that * This violates the i.i.d. assumption in supervised z'*) < random point in the domal . . e . .
challenging. Is there a better way? measures the quality of the iterates (... (™). learning fori—1,2....do _ Trained optimizer on the.experle-nce.of tralnlpg
' ' A Hirizati orithm A tak biect ' roert traecton Az —|o(f, {z(@, . (=D neural net on MNIST (a single objective function).
* If the mantra of machine learning is to learn what is * An optmizaton algorithm dKES an ObjJecuve e Compounding errors: Learned Pollcy if stopping condition is met then . : .
traditionally manually designed... function / and an initial iterate 29 3s input and A policy trained using ><,'\>/ H) m m fested It on the problems of training & neural net on
. . . . . produces a Sequence Of iterates x(l) L. CB(T) . . No data on / en, 1 TOrOntO FaceS CIFAR_].O and CIFAR'].OO.
Why not learn the optimization algorithm itself? AR supervised learning  rowtoreonr | 20k 26-1 4T AL f(z™) Wider Architecture:
* Goal: learn A* such that E;_r .o p [C(f, A*(f,x(o)))] does not know how to end () | “ -
Challenges is minimized. . recover from previous

e A IO  cocriments
* This domain is prone to overfitting and underfitting. iz . : . .

A supervised learner that makes a mistake with

* If we want to do well on a single objective function: Parameterizine Obtimization Aleorithms orobability € incurs a cumulative error of O(eT?), * We trgined F)pﬁmize!‘s for ’Fhe following classes of
: : d & & low-dimensional optimization problems:
— Consider an algorithm that rather than O(eT’) . (Ross and Bagnell, 2010)
memorizes the optimum. \\ Algorithm 1 General structure of optimization algorithms — Logistic Regression (Convex)
— This is the best optimizer N\ Require: Objective function f Reinforcement Learning — Robust Linear Regression (Non-convex)
: : . £(®) < random point in the domain of f . . y N
since it gets to the optimum fori—1.2. ... do * The goal of RL is to find: 4 Time Horizon — Small Neural Net Classifier (Non-convex)
. y Ly oo - T ’ :
In one step. Az —|¢(f,{z?,... =D} = argminE ZC<St)J * Trained on a set of random problems.
o P : : if stopping condition is met then o o 00:00,81, 5T ﬁ _
It we want to do well on all objective functions: rsﬁlrﬁ (1) o t=0 cost * Tested on a different set of random problem:s. g
— Given any optimizer, we can always construct an end if 6(-) = -V F(z-D) where the expectation is taTkeln w.r.t. Logistic Regression:
objective function that it performs poorly on. W) 27D + Ag N S
J P P Y end for - 7(2 vf(())) q (80,00, 51, -, 7 (at| st,8) p (St41] 8¢, at)
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w\ j3\ //’ | Learned Algorithm#(:) = Neural Net ‘ /\ F /% i S\
\ Y \ I Q Initial State
. ' : : : State Action Dlst”buhon Dynamics

\ Input: Recent history of iterates, gradients and
{ \ objective values * The method we use is Guided Policy Search (Levine

and Abbeel, 2014), which alternates between
computing target trajectories and training the policy

* Goal: Do well on a class of objective functions with Output: Step vector Ax

similar geometry, e.g.: * Searching over the space of optimization algorithms . . .

. : . _ to replicate them. More precisely, it solves:
— Logistic regression loss functions reduces to learning the parameters of the neural N TE—— Sw e me e e
— Neural net classification loss functions net. min Iy 2 C(St)] s.b. ¥ (ae] se,t5m) = 7 (ae| se30) Vag, se,t




