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Abstract— This paper introduces a new framework for privacy where At is a finite set of attributes or featureg, is a
preserving computation to the granular computing community.  set of values for each attribute € At, andI, : U — V, is

The framework is called P4P (Peers for Privacy) and features o jnformation function for each attributee At such that it
a unique architecture and practical protocols for user data biect ifi/ t " lue itV

validation and vector addition-based computation. It turned out maps gn object 1 .0 exactly one value irv,. )

that many non-trivial and non-linear computations can be done  In this scheme, given a subsdtC At, we can define an

using an iterative algorithm with vector-addition aggregation equivalence relatio’, as:
steps. Examples include voting, summation, SVD, regression,
and ANOVA etc. P4P allows them to be carried out while
preserving users privacy. To demonstrate its application in
granular computing, we present two practical protocols that test . . .
the equality of user vectors in zero-knowledge. Our protocols only N other words,z and y are indiscernible, with respect to
involve constant number of public key operations (independent all attributes inA, if and only if they have the same value for
of vector size) and are very efficient. These protocols can be usedevery attribute inA.

to perform granulation, which is a fundamental task of granular

computing, in a privacy-preserving manner. They can also be of

independent interest for other fields such as data mining as well. A Granulation and Privacy

Index Terms—Privacy, zero-knowledge protocol, equivalence  |n many situations, the information table contains users’
test, granulation. private information. For example, in health care applications,
the information table can be a database containing users’
gender, ethnic, age, medical history etc. In this case it is
extremely valuable for many health care providers to granulate

RANULATION of the universe is one of the funda-the data accurately to gain statistical insights and mine useful
mental issues in granular computing (GrC). It involvemformation. Yet it is also extremely detrimental to user privacy
decomposing the universe into subsets or clustering individufithe raw information is exposed to a single provider.
objects into classes. The subsets or classes are called granuléae provide a private computation framework called Peers
A granulation may consists of a family of either disjoint ofor Privacy (P4P) to address this dilemma. P4P was first
overlapping granules. It is the first step towards treating tharoduced in [3]. It includes efficient and privacy-preserving
world in a GrC manner. protocols for performing user data validation and many use-

A granulation must use some criteria that determindégl computations. P4P offers a practical solution to many
whether two objects should be put into the same granule.afplications such as privacy-preserving data mining etc. In
simple scheme can be based on equivalence relatiori/ lbet this paper we show that P4P also has great potential for
a finite and non-empty set of objects called the universe aptbtecting user privacy in granular computing. Concretely,
E C U x U an equivalence relation ari. F dividesU into a we introduce two efficient zero-knowledge protocols that test
family of disjoint subsets called the partition of the universthe equality of two user vectors or some of their elements.
induced byFE. Two objects are equivalent if they are in thelThese protocols can be used to implement the equivalence
same subset. relation mentioned earlier. Therefore we provide a practical

An equivalence relatio? on U essentially defines a gran-and privacy-preserving solution for granulation of user data.
ulation. The equivalence relation itself can be determined By doing so we wish to bring to the attention of the GrC
knowledge about the objects. Such knowledge can be providegearch community the importance of user privacy and show
by schemes such as information table [1], [2]. An informatiothat it is indeed practical to provide strong protection while

xEay & Vae A, I,(x) = 1,(y)

I. INTRODUCTION

table is defined as the tuple: maintaining the accuracy of the computation.
The rest of the paper is organized as follows. Section Il
(U, At, {Va|a € At}, {I,]a € At}) examines previous solutions and other related research. In
’ bl a Y a

Section Il we give a brief overview of the P4P framework.
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Il. RELATED WORK This architecture is a hybrid of client-server and P2P. On
Zadeh first introduced the concept of information grann€ hand, the server shares the bulk of the computation and
storage, and also synchronizes the protocol. This allows us to

lation in the context of fuzzy set in 1979 [4]. Almost two ; : )
decades later, Lin [5] coined the term granular computint&ke advantage of its large comoutation/storage capacity and

to label a new and fast-growing field of multi-disciplinar)ﬁ'gh availability. It also leads to practical, efficient protocols

research that includes fuzzy and rough set theories [1], [y]1at are not possible with fully d.is.tribute'd architecture. Qn the
[6], data mining [7], intelligence systems [8] etc. Granulationher ha_md, the peers also participate in the computatlon,_ and
by equivalence relation can be found in many works such ggload mform_atlon, thus trust, from the server and provide
9], [10]. privacy. Practical P2I.3 systems such_ as Gnutella and Napster
The tasks we describe in this paper can be carried Gigowed that the existence of altruistic users who provide
using Secure multiparty computation (MPC) protocols. Mpeervices tq qthers IS a pervasive phenomenon in communities.
dates back to Yao [11] and Goldreich et al. [12]. Importarﬁherefore itis not a prpblem to f_lnd such users to volunteer as
works include [13], [14], [15], [16] etc. They provide generaP”Vacy_ peers. In certa_un cases, |r_lstead of using peers from the
solutions for computing any-ary function amonga players users, it may be feasible to distribute the cpmputatmn among
while protecting each player's private data. Although theGE'Vice providers. For example, two hospitals may wish to
retically powerful, these protocols are not practical for larg&in€ data from user records. P4P can be used to support this

scale systems due to their heavy use of public-key operatid¥B€ Of computation by letting one of the service providers
or zero-knowledge proofs (ZKP). assume the role of a privacy peer in the protocol and the result

[3] introduced a new paradigm for performing computationi§ that both hospitals learn the (aggregate) final computation

based on vector addition. In that setting, each user inputs anEE Qe'ther I(_earnfs anything abouF u;ersdprlvate (rj]ata. .
tor and the computation is carried out in rounds, each of which The security of a P4P system is based upon the assumption

only involves vector addition. As [3] and other works (e.gt.hat the server and the privacy peers won't be corrupted at

[17]), showed, many non-trivial and non-linear computationtgIe same “T“e (see adversary mo_del _Iater). This is_realis_tic in
can be done using an iterative algorithm with vector-additidhany situations. The key observa_tlon is, the server is typically
aggregation steps. Examples include voting, summation, S\)B('ell—prote_cted (at least cooperations Spe,”‘?' Igrge amounj[ of
regression, and ANOVA etc. The architecture introduced [RONEY rying) therefore the server-peer pair is immune against
[3] is called Peers for Privacy (P4P). It allows the abovgxternal attacks. Anq we argue that the server and the privacy
algorithms to be computed in much more efficiently thaReers do not have incentive for coIIu5|on_ becaus_e there is
generic MPC protocols. In addition, [3] also provided a verS m_utual d'sm_JSt among them and the risk of Q|scovery

efficient protocol that verifies, in zero-knowledge, that the usBt Nigh: colluding between the server and the privacy peer
input is valid. Our work in this paper builds upon [3]. We €auires them to exchange data, and both will be aware of

introduce new protocols to the P4P framework and show tHif cheating. Neither can truEt tbhe oth((jar not tr?, expose the
granulation of user data can also be performed efficiently wifth€ating (Some exposure maybe by accident). This assumption

privacy in the same setting allows us to leverage the differences between the players and
The task our protocols., perform bears some similafonstruct efficient protocols that best utilize their individual

ity with zero-knowledge proofs that prove two Commit_advantages: essentially our system relies on the server for

ments/encryptions encode the same number (e.g. [18], [P@fending againsputsideattgcks and_uses the privacy peers
and the disjunctive proof of equality of plaintext (DISPEP) antf protecft l;]ser ptlvacyg against a c;mous serr\]{er. is that i
proof of equality of plaintext (PEP) of [20]). Both are testing One ?1 the major a varjtagesbo P4P ar((:j !tec;ur? IS t alt It
the equivalence of obfuscated data without revealing the cI(?AIIOWS the main computation to be executed in the "normal™
text. However, there is a subtle but fundamental differenc%'.ZGFj field w.here. each integer fits Into a.smgle memory cell.
ours is not goroof system in that there does not exist a provéa"g integer field is used only for verification which qulves
who knows the pre-images or the decryption key, as is requir Bly a small_number (con_sta.mt ap(log m) 'where m s

by the ZKPs. Rather, ours is a privatemputationtask. The the size of user data) of big integer operations. In contrast,
techniques developed in e.g. [18], [19], [20] cannot be appli(:‘;’cﬁme”C MPC protocols (e.g. [13], [14], [15], [16], [21]) work

directly. This will be further elaborated in Section VI-A. In the.big figld all the time. I.n a typical computer today
there is a six order of magnitude difference between the

big integer cryptographic operations (order of milliseconds)
lIl. PAP: AN OVERVIEW and regular arithmetic operations (fraction of a nano-second)
In P4P, we assume there is a single computer called thied P4P provides a practical solution for large scaled private
server which is operated by a service provider. We alscomputation tasks. Our new protocols introduced in this paper
assume a (small) number of designgpeidacy peergPP) who follow similar approach, i.e. main computation is small field
participate in the computation. In contrast to previous worland small number of big integer operations for verification,
privacy peers are assumed to belong to users in the commuttlitys preserves its efficiency.
and each privacy peer should service a small number of usersSimilar to [3], we describe our protocols as 2-way multi-
They are not required to be honest, and the protocol ensupasty computations carried out between the server and a
that they cannot break the privacy of the protocol without tharivacy peer who are referred collectively to tliers. In
server’s help. this paper we denote the servEr and the privacy peefs.



IV. PRELIMINARIES A. Homomorphic Commitment

We assume alh users have access to secure channels withOur protocols use a cryptographic primitive called homo-
the server and the privacy peer(s). lgebe a small integet morphic commitment. A commitment allows a prover to give
(e.g. 32 or 64 bits). Our goal is to support “normal’-sized intea verifier a commitment to a secret number. The verifier
ger (or fixed-point) arithmetics. This is what most applicatioshould not be able to compute any information about the
needs and the arithmetics are extremely efficient when eagcret from the commitment. The prover can later open the
integer fits into a single memory cell. To provide informationeommitment by revealing the secret, and any auxiliary random
hiding, we use d2, 2)-threshold secret sharing to embed thibits accompanying this commitment, and the verifier can verify
integer range in the additive group of integers modulo thatthe commitment indeed “contains” the secret. If the prover
To support signed values, which is what most applicatioties about the secret, it will be detected.
require, we consider the specific coset representatives of thé&enote byC(a,r) a commitment to an integes with
integers mod ¢ in the range—|¢/2], ..., |¢/2] if ¢ odd, or randomness. The scheme should have the standard “hiding”
—o/2],...,1¢/2] —1if ¢ even. We writeZ for this field. and “binding” properties as defined in the literature, i.e.

Let d; € Zg' be anm-dimensional data vector for useér it is (cryptographically or information-theoretically) hard to
We user «—px X to denote the assignment toan element either determinea given C(a,r) or find o’ # a and +’/
uniformly randomly selected from a séf. Throughout this such thatC(a,r) = C(d/,r’). In addition, the commitment
paper we use: - v to denote the inner product of two vectorss homomorphic if the following holds: Gived; = C(aq,71)

u andw. and A; = C(aq,r2), there exists some such thatd,; A, =
C(a1 + ag, 7“).
Many commitment schemes have this homomorphism prop-

. ) erty. We use Pedersen’s discrete log based scheme [18] for it
The goal of the main P4P protocol is to compute the sugyits an efficiency ZKP for equivalence. Lieindg be two

of all user vectors (As we mentioned earlier, many usefyl,ge hrimes such thatp— 1. LetZ* denote the multiplicative
compuj[atlon can be decomposed into such steps. Pleaseg%ﬁp of integers modulo the pri?r}e We useG, to denote
[3]). Itis performed as follows: B the unique subgroup d&&* of orderq. The discrete logarithm
AssumeQ = {1,.._. ,n} is the .|n|t|al ;et of qualified users. problem is assumed topbe hard @,. Let g and h be two
The basic c':omputatlon in Pé.lP is carried out as follows: generators of, such thatlog, h is unknown to anyone?
1) User: generates a uniformly random vectoy € Zj' A commitment toa is computed a€(a,r) = g*h” mod p
and computes; = d; —u; mod ¢. She sends; t0 71 where r 5 Z,. From now on,C(a,r) will denote such
andv; to Ts. Pedersen commitment function. We will omit the randomness
2) User: gives a ZK proof to both talliers that her input is;- from the notation, and simply writel = C(a), if it is not
valid using the protocol described in [3]. If she fails tthecessary to identify it.
do so, both talliers exclude her fro@.
3) If enough (e.g. more than 80% of all users) inputé Multiply by A Constant
are collected and pass the validation tgst,computes
"w= ZieQ u; mod ¢ andT, computesy = ZZEQ v;
mod ¢. Ty sendsv to Ty, andT; sendsy to Ts.
4) T publishesy + v mod ¢.
Both the correctness and the privacy of the basic computa-
tion are demonstrated in [3]. This follows immediately from homomorphism. However,
only the prover who knows how to opefi can openD.

A. Basic P4P Computation

Let A be commitment tw € Z, andc € Z, a constant.
One can easily obtain a commitmentde= ac by

D =A° mod p

B. Adversary Model

In this paper, we only consider the “passive” adversaly: S"Way Commitment and ZKP
model of [3] which is actually a mixed model: an adversary is For integerc € Z,, a 3-way commitment, denoted, +c)-
allowed to actively corrupt any number of users, causing thetammitment, is a commitment to one @fc or —c. For such
to deviate arbitrarily from the specified protocol, grassively commitment we can construct an efficient zero-knowledge
corrupts one tallier. That is, the adversary can read data fr@oof.
the tallier's memory, but the tallier continues to follow the Leta € {0,¢,—c} be the number to be committed to. The
protocol. The protocols can be patched with techniques suaiover computes two commitmenis and C' such that
as ZKP or consensus to deal with actively corrupted tallier.

B=C(0),C=C0)ifa=0
B=C(1),C=C0)ifa=c
B=C(0),C=C(1)ifa=—c

V. TooLs

Our protocols use some standard cryptographic primitives
for homomorphic computation. They have appeared elsewhere,
see e.g. [18], [19]. Here we summarize their key properties. 2a generator ofG4 can be easily found by selecting an element—p

Zy,a # 1 and testing ia? = 1, since any element # 1 in G4 generates the
11t does not have to be a prime if the computation only involves additiogroup.g andk can chosen by the two talliers using a coin-flipping protocol.



The prover also provides zero-knowledge proofs that botthena; — a; is small, it is easy to recover it. In a standard
B andC encode either 0 or 1 using tlidt commitmenproof ZKP setting, the prover can just adnait # a; when it is the

of [19]. Finally, the commitment ta is simply case, thus avoiding leaking information. But this trick is not
possible in P4P where no such prover exists. The same is true
A=B°C™ modp for the DISPEP and PEP [20] technigues which use ElGamal

encryption.
We develop the following protocol to address this issue. To

and the"_b't ﬁommltn;ent pro_t]';)_fs. hecks that .~_. €nable equality test, the users first escrow some information
To verify the proof, a verifier checks that = B°C™" ity the talliers. Specifically, forj — 1,2, useri and the
mod p and that the bit commitment proofs are valid. If alialliers perform the following:

these verifications are successful, the verifier accepts the proof )
Otherwise it rejects it. 1) Useri computesA4;; = C(a;j,7;;) Wherer;; «—g Z,.

It is easy to show that only wheml encodes one of She.alsoepl))refaresas—wé(y i¢)—gomrgltment3i vg:]h
{0, ¢, —c} will the verifier accept the proof. And it is zero- Fhre—lmﬁg i Y ati_ (aélfa”) and randomness;. She
knowledge due to the hiding property of the commitment en shares both; ands;:
scheme. The proof can also be made non-interactive by
hashing the verifiers response. si1 <R Zq, Sia =i —sin mod ¢

and the 3-way(0, +c¢)-commitment proof consists ¢, C)

bi1 <R Zq, biz=0b; —b;y modgq
VI. ZK TEST OFEQUIVALENCE
Equivalence relation can be defined by equality. In this _ . ;
section we introduce two equality test protocols. One tests (@lliers Bij = C(bij,r45), B; and its corresponding 3-
a single element, the other the whole user vector. Both enjoy way (O_,_jub)—commltment proof.
) o e vty L B e
1) No information about user data is leaked: oth talliers verify thatB; = BiB;; and that the

. . (0, £¢)-commitment proof is valid. If any of the ver-
2) acg\/:d_sma” number of public key operations are ification fails, user; is excluded from the computation.

3) Users do not need to be involved after the initial data | "€ above is executed in the user input stage together
input stage of the main P4P protocol. with data validation [3]. It is the only stage involving user

interaction. The actual test can be carried out between the two

) ) tallier afterwards. The users do not have to be online at all
A. Equality Test of A Single Element times.

She send$A;;, r;;, bi;, s;;) to T; and broadcasts to both

Let a; be the element of usérthat defines the equivalence :
relation £ which partitionsU. Recall that the two shareSEQUALITY'TEST'
of a;, denoteda;; and a2, are already sent t@; and 7>, Without loss of generality, suppose we want to check;if=
respectively, in the main P4P protocol. The goal is, given twg,. In the following description; € {1,2}.
user indexes, j, to determine whethet; = a;. 1) Both talliers compute

This task is not as trivial as it appears. It is true that, with ho-
momorphic commitment, verifying whether two commitments
contain equal numbers in zero-knowledge is easy provided Ay = A11A19B11B12 mod p
there is a prover holding the pre-images [18], [19]. Our setting, Ay = Ay A99Bo1 By mod p
however, is a different model. Namely, in P4P, there is no such
a prover who knows both numbers. Instead, each tallier holdsa andA = 4;4;" mod p.
share of each number. Collaboratively they want to determine,,
whether the two are equal. In other words, ours is not a zero-
knowledge proof task. Rather, it is a zero-knowledge test or a3) 7; generates a random numbey «—x Z; \ {1} and
two-party computation problem computing a boolean function ~ computesA; = A% mod p, H; = h* mod p.
that return; 1ifa; = aj and O qtherwisg. This, of course must 4) The two talliers exchangéA;, H,). If T finds H, =
be done without leaking any information about the numbers. i ey :

e . 4 - o ,7 € {1,2},j # 4, he aborts the protocol.

The difficulty in applying existing ZKP lies in the fact that ~
the definition of zero-knowledge in a ZKP system protects 5) 71 publishesH; = (HyH)* which is h*1, and T,
prover's privacy only when the statement is true. To see this, publishesd, = (H1H,)* which equals tdh**2, where
let A; = C(a;,r;) andA; = C(aj, r;) where the prover knows k= ki + k2 mod gq.

(ai,7i,a4,7;). The technique for provingl, and A; contain 6) Both talliers verify if

the same number involves the prover revealing- r; — r;
and the verifier checking itéliAj*1 = h% holds [18], [19].
The problem is, ifa; # a;, revealingé also reveals some
information aboutz; — a;. Namely once the random mask is If it holds, thena; = ay. Otherwisea; # as.
exposed, one can obtayti~% = A,;A]._llf‘S mod p. And

) Tj Computeséj = (le + slj) — (7’2j + ng) mod q.

A1Ay = HiHy (mod p) 1)



Theorem 1:The above protocol correctly testsdf = as. & = c(a; — a2)™* mod ¢ such thatk(a; — az) = ¢ mod gq.
Furthermore it does not leak any information about user data.other wordsa; — a2 is equally likely to take any values in

. 7 .
Proof: The completeness of the protocol follows theZq evenk(a: — a,) is revealed. .

. : .~ The use ofB; in the protocol is to deal with modular
homomorphism property. Note that computed in Step 1 is duction. N h d i th Il field,
a commitment taz; — a, with randomness; + . It follows ¢ ugtlor;. %te thati’ail and Gqz Ar€ & ||n tke smaf 1e1g -
) . ) . ' . In order for the shares;; anda,s not to leak any information
that A, A, in Equation 1 is a commitment to(a; — as) with €8;1 andaz y

about a;, they should be computed ag, «—gr Zg, a2 =
randomness(d; + d2). If a; = az, A1Ay should opento 0, —  ° . AR ‘
and Equation 1 should hold. a; — a;; mod ¢. This means;, = a; — (a;1 + a;1) can be

The soundness is guaranteed by the binding property of t?g%j)r +¢. Using B, in the protocol is to correct the modular
. . uction and obtain the actual commitmentato Also note
commitment and the fact that the probability bf + ks = o

0 mod q is very small (onlyl /). that the sharing ob; is in the big fieldZ, and there is no

. odular reduction problem here because of commitment is in
To show that the protocol is zero-knowledge, we construé] P
{

a simulator that takes as inputs the corrupted player’s data, th& the cyclic group of ordey.

public information, and the final output, and interacts with th :

adversary in a simulated execution of the protocol. We needto Equality Test of the Whole Vector

show that this execution is indistinguishable to the adversary.Equality test of the whole vector can be done wviselement
Without loss of generality, let us suppose talligf is tests introduced in Section VI-A. However, this involv@ém)

corrupted. Note thatA is common inputs to both talliers public key operations and is not practical for large The

computed from users’ public commitments. The simulator onf@llowing protocol, in contrast, requires onty(1) public key

needs to produce the rest of the conversation. operation and is very efficient.
Let Z;; = Z:\ {1}. The view of the adversary (i.€[}) Our protocol uses similar ideas as in [3], i.e. instead of
during a real execution of the protocol f: checking every element, it checks the projections of the vectors

on a random challenge vector. We show later that, if two
vectors have equal projections on these directions then, with
VIEWRE = [h, k1,01, h*2, h(k1+k2)52]k1,kw,?z;,alﬁwﬂq high probability, the two vectors are equal.
Suppose we are checkingdf = d,. Recall that after the

For a non-passing execution (i.e. one that outptts . L .
b 9 ( puts7~ input and validation stage in [3]} holdsu;,us; andT, has

az), the simulator just generates two random numbérse
7,8 «—r L, and useg), 6, in place ofks, 6, in the protocol. Ul’? such thatdy = uy + v mod ¢ anddy = u + vy
Clearly the transcript of the simulation follows the sam&°d ¢-
distribution as that of an actual execution of the protocol arEQUALITY-TEST-V:
only with negligible probability will the simulated protocol
(incorrectly) outputa; = as.

For a passing test (i.e. one execution that outpyts: as),
the simulator works as follows:

It generatesk) «g Zj; and computesA, and H, as Y= c- (01— vs) mod ¢
specified by the protocol but withk in place of ky. It 3 - . SRS

. . . ) T commits toxz with X = C(x,01),01 «—r Zq.

then computes the rest of the information as required by the Similarly T, commits toy: Y = C(y,d2), 02 —n Z.

1) 7y and T, generate a random challenge vecters-p
Zy* using the a common random seedthey agreed
upon with some protocol (e.g. [3]).

2) Ty computes: = ¢- (u3 —u2) mod ¢ andT> computes

tocol )
protocol as The two exchangeX,Y and compute the following 3
numbers:
HQ = AlAQ/Hl mod P
hk1Fk2)%2 - od p Z1 = XY modp
The adversary’s view in the simulated execution is then Zy, = XYg® modp

Zy = XYg? modp

VIEWD = [h,kl,él,h’“é,lz(’“*’“é)‘b},ﬁyk,2 4) Fori = 1,2,3, the two talliers run steps 3 to 6 of the

Sim —RrZL:,01,82—RZq . . .
single element equality test protocol, with replaced
Clearly this distribution is identical td/TEWy!,,, the by Z;. If any of the three runs outputs positive result
adversary’s view in a real execution. (meaning the two numbers being tested are equal),
And finally the final output revealg(e1—22) not go1—a2, outputd; = d». Otherwise outputl; # do.

Whena; # as, this quantity leaks no information about either

a1 Of as, Or their difference. This is because when# as, Theorem 2:Let O _be the output of protocol EQUALITY-

the difference is in the multiplicative group; and has an TEST-V. LetO = 1 if the protocol concludes that, = d;

inverse modg. For any given value: and a1, a», there is a and O otherwise. Ifl; 7 ds, the probability that the protocol
(incorrectly) outputs 1 is at most

3We omit the public commitments since they are uniformly randomly
distributed inG4 (recall that Pedersen’s commitment scheme is information- Pr(O=1)<
theoretic hiding [18]). -

=



Proof: Let § = d; — dy. Note thatc- 6 = ¢- ((u; + statistical aggregates such as ANOVA, SVD, correlation, and
v1) — (ug +v2)) mod ¢ = x +y mod ¢. Consider then- sparse factor analysis. We believe it will be a valuable tool for
dimensional vector spacl over Z;. W has¢™ elements. developers in areas such as GrC, data mining and others, to
For anyé € Z7', there are at most™ ! vectors in this space build privacy preserving real-world applications.
that are orthogonal to it, i.e. those on a hyperpl&he&vhich
is a codimension-1 vector subspacelfand has sizey™!. REFERENCES
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In the near future, we plan to build some “middle tier”
components to support more concrete applications. We will
include not only vector addition primitives, but some common



