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ABSTRACT
We consider the problem of designing an automatic grader for a laboratory in the area of cyber-physical systems. The goal of this laboratory is to program a robot for specified navigation tasks. Given a candidate student solution (control program for the robot), our grader first checks whether the robot performs the task correctly under a representative set of environment conditions. If it does not, the grader automatically generates feedback hinting at possible errors in the program. The auto-grader is based on a novel notion of constrained parameterized tests based on signal temporal logic (STL) that capture symptoms pointing to success or causes of failure in traces obtained from a realistic simulator. We define and solve the problem of synthesizing constraints on a parameterized test such that it is consistent with a set of reference solutions with and without the desired symptom. The usefulness of our grader is demonstrated using a large data set obtained from an on-campus laboratory-based course at UC Berkeley.

1. INTRODUCTION

Massive open online courses (MOOCs) [22] and related technological advances promise to bring world-class education to anyone with Internet access. Additionally, MOOCs present a range of problems to which the field of formal methods has much to contribute. These include automatic grading, automated exercise generation, and virtual laboratory environments. In automatic grading, a computer program verifies that a candidate solution provided by a student is "correct", i.e., that it meets certain instructor-specified criteria (the specification). In addition, and particularly when the solution is incorrect, the automatic grader (henceforth, auto-grader) should provide feedback to the student as to where he/she went wrong. Automatic exercise generation is the process of synthesizing problems (with associated solutions) that test students’ understanding of course material, often starting from instructor-provided sample problems. Finally, for courses involving laboratory assignments, a virtual laboratory (henceforth, lab) seeks to provide the remote student with an experience similar to that provided in a real, on-campus lab.
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Lab-based courses that are not software-only pose a particular technical challenge. An example of such a course is Introduction to Embedded Systems at UC Berkeley [13]. In this course, students not only learn theoretical content on modeling, design, and analysis [14], but also perform lab assignments on programming an embedded platform interfaced to a mobile robot [9]. What would an online lab assignment in embedded systems look like? In an ideal world, we would provide an infrastructure where students can log in remotely to a computer which has been preconfigured with all development tools and laboratory exercises; in fact, pilot projects exploring this approach have already been undertaken (e.g., see [20]). However, in the MOOC setting, the large numbers of students makes such a remotely-accessible physical lab expensive and impractical. A virtual lab environment, driven by simulation of real-world environments, appears to be the only solution at present. For example, the MIT circuits course (MITx 6.002x) uses rudimentary circuit simulation software [21].

In this paper, we formalize the auto-grading problem for a virtual lab environment in the field of embedded and cyber-physical systems (CPS). The virtual lab under consideration is the one designed for EECS149.1x [15], a MOOC on Cyber-Physical Systems offered on the edX platform, based on the afore-mentioned on-campus course, and described in more detail in Sec. 2. The main point we make here is that the dynamical model for the virtual lab is so complex that simulation is currently the only verification method that can be practically employed. Thus, the auto-grader is based on simulation-based verification. The high-level approach, previously hinted at in a position paper [10], is as follows. Correctness properties are formalized in signal temporal logic (STL) [19]. Simulation test benches are created by a combination of manual environment setup and simulation-based falsification implemented in tools such as Breach [5]. For each lab assignment, there is an end-to-end correctness property, hereafter referred to as the goal property. If the goal is satisfied, the student solution (hereafter referred to as a controller) is deemed correct. Otherwise, it is incorrect, and more analysis must be performed to identify the mistake (fault) and provide feedback. This latter analysis is based on monitoring simulation traces of the student controller on a library of known faults, also formalized in STL. If any of these “fault properties” hold for a student controller, they are provided to the student as feedback.

This approach, though straightforward on the surface, requires further technical advances to be effective. The first problem is that the STL properties that encode both goal and fault properties reference parameters that can vary over the set of environments and student controllers; in fact, such variation must be allowed. For example, in a real lab, students may program robots to move at different velocities while performing obstacle avoidance. If the goal of the lab is only to correctly avoid an obstacle, the speed at which
it does so is irrelevant. However, given the variations in the controllers students design, setting a reasonable range for parameters such as time or velocity in STL properties can be tricky. Similarly, environments can also be parametric (for example, the location of obstacles) and tests should be synthesized in a manner that accounts for these variations. Thus, an effective approach to auto-grading CPS labs requires one to solve a certain parameter synthesis problem.

We formalize this parameter synthesis problem and give an algorithm to solve it. First, we define the notion of a parametrized test which is a combination of a parametrized environment and a parametrized STL (PSTL) property. A parametrized test is thus a collection of tests. However, as discussed above, one needs to impose a constraint on this collection to capture “legal” variations in student solutions. Such a constraint, termed a sub-domain, defines the allowed set of parameter valuations. However, manually computing this sub-domain is tedious and error-prone. We therefore give an algorithmic approach to synthesize the sub-domain from reference controllers that should/should not pass the test bench. In practice, it is easier for instructors to provide such reference controllers than it is to manually compute sub-domains. The resulting constrained parametrized test bench then becomes the “specification” that determines whether a student solution is correct, and if not, which fault is present. Further, we identify a property, monotonicity, under which we can efficiently compute the sub-domain, and which holds for the lab of interest.

Any auto-grader must have at least two desirable properties: accuracy and efficiency. The former means that the auto-grader must correctly classify right and wrong student solutions, and for wrong solutions, correctly explain the mistake (fault). The latter means that it must run efficiently in practice. For efficiency, we show how monotonicity can be exploited again to avoid the need to run the entire constrained parametric test bench. Instead, we define the notion of an adequate test sample and show that it is much smaller in practice than the entire constrained test bench. We also provide an experimental evaluation on the on-campus lab demonstrating that our approach is both accurate and efficient in practice.

To summarize, the main novel contributions of this paper are:

- A formalization of the auto-grading problem for simulation-based virtual laboratories in cyber-physical systems;
- A formalization of the problem of synthesizing a constrained parametric test bench for the auto-grader along with an efficient solution approach based on monotonicity, and
- An empirical evaluation demonstrating the accuracy and efficiency of CPSGrader, the auto-grader for the on-campus embedded systems lab, on a database of actual student solutions.

The outline of the rest of the paper is as follows. We begin in Sec. 2 by describing the motivating application for this work, the lab assignments in the course. We introduce basic terminology and background results in Sec. 3. In Sec. 4, we describe the main theoretical contributions, including our formalization and solution approach. Experimental results are given in Sec. 5. We discuss related work in Sec. 6 and conclude with future directions Sec. 7.

2. MOTIVATING APPLICATION

The embedded systems laboratory course offered at University of California, Berkeley employs a custom mobile robotic platform called the Cal Climber [8, 7]. The Cal Climber is based on the commercially-available iRobot Create (derived from the iRobot Roomba autonomous vacuum cleaner) (Fig. 1a), and the National Instruments myRIO embedded controller. This off-the-shelf platform is capable of driving, sensing bumps and cliffs, executing simple scripts, and communicating with an external controller. This configuration demonstrates the composition of cyber-physical systems, where a robotics platform is modeled as a sub-system and treated as a collection of sensors and actuators potentially located beyond a network boundary. The problem statement centers on model-based design and is given as follows (paraphrased from [9]):

Design a StateChart to drive the Cal Climber. On level ground, your robot should drive straight. When an obstacle is encountered, such as a cliff or an object, your robot should navigate around the object and continue in its original orientation. On an incline, your robot should navigate uphill, while still avoiding obstacles. Use the accelerometer to detect an incline and as input to a control algorithm that maintains uphill orientation.

Source files distributed with the Cal Climber laboratory are structured such that students only need to implement a function that receives as arguments the most recent values of the accelerometer and robot sensors and returns desired wheel speeds. This function is called repeatedly at short regular intervals of time (60 ms in our case) with most recent sensor and accelerometer data. Students implement this function for controlling the Cal Climber. In the on-campus course, students first prototype their controller to work within a simulated environment (without any auto-grading) based on the LabVIEW Robotics Environment Simulator by National Instruments. The simulator is based on the Open Dynamics Engine [27] rigid body dynamics software that can simulate robots in a virtual environment(Fig. 1b). In EECS149.1x, the above-mentioned online version of the course, the same simulator, extended with the auto-grader described in the present paper, has been used.

We refer to the functions implemented by students as solutions, or controllers. A solution is evaluated in a collection of environments against a collection of goal and fault properties, forming test benches (a notion formalized in the following sections). For this purpose, the simulator allows to define customized environments (with walls, objects, obstacles, ramps, etc) described in XML files and we further extended its API to facilitate the exportation of traces of simulation to external property monitoring tools. For the experiments reported in Section 5, traces were written in files and monitored offline against STL properties in the publicly-available Breach toolkit [5].

3. PRELIMINARIES

3.1 Signals, Controllers, and Environments

A (Signal) \( A \) (uni-dimensional signal) is a function mapping the time domain \( \mathbb{T} = \mathbb{R}_{\geq 0} \) to the reals \( \mathbb{R} \).

Boolean signals, used to represent discrete dynamics, are signals whose values are restricted to false (denoted \( \bot \)) and true (denoted \( \top \)). Vectors in \( \mathbb{R}^n \) with \( n \geq 1 \) are denoted in bold fonts and their components are indexed from 1 to \( n \), for example, \( p = (p_1, \ldots, p_n) \). Likewise, a multi-dimensional signal \( \bar{x} \) is a function
from \( \mathbb{T} \) to \( \mathbb{R}^n \) such that \( \forall t \in \mathbb{T}, \mathbf{x}(t) = (x_1(t), \cdots, x_n(t)) \). We will use the term “signal” to also refer to multi-dimensional signals.

**Definition 2.** (Controller) A controller \( C \) is a (deterministic) dynamical system that takes as input a signal \( y(t) \) and computes an output signal \( u(t) \). It is common to drop time, and say \( u = C(y) \).

Note that we make no assumption about how a controller computes its output. A controller can have discrete or continuous dynamics or it can be a hybrid system. As an example, a program running on the Cal Climber is a controller that takes bumps and cliff sensors signals, and accelerometer data as input \( y(t) = (\text{bump}(t), \text{cliff}(t), \text{accel}(t)) \), and responds with the desired left and right wheel speeds as output \( u(t) = (\text{lws}(t), \text{rws}(t)) \).

**Definition 3.** (Environment) An environment \( E \) for a controller \( C \) is a dynamical system generating all inputs to \( C \).

As before, we make no assumptions about the form of the environment. All we assume is the existence of a simulator that can take representations of \( E \) and \( C \), compose them, and produce execution traces of the composite system. In other words, the simulator is an oracle that gives semantics to the composite system \( E[C] \).

We only consider deterministic environments, i.e., the composition of a controller and an environment has deterministic behavior. For example, an arena composed of obstacles and hills on level ground is an environment for the Cal Climber controller. Formally, a trace \( \text{sim}(C, E) \) is a multi-dimensional signal \((x(t), y(t), u(t))\) consisting of the inputs \( y \) and outputs \( u \) of the controller and optionally other signals \( x \) regarding the state of the environment. For example, the position and orientation (in the plane of the ground) of the robot in the arena \( x(t) = (\text{pos}(t), \text{angle}(t)) \) are a part of the observable environment state. By varying the environment, or the property being verified on the composition (see Sec. 3.2), the instructor can test different features of the controller.

### 3.2 Signal Temporal Logic

Since propositional (linear) temporal logic was introduced by Amir Pnueli [23], variants have also been proposed. Temporal logics to reason about real-time signals, such as Timed Propositional Temporal Logic [2], and Metric Temporal Logic (MTL) [12] were introduced to deal with dense-time signals. More recently, Signal Temporal Logic [19] was proposed in the context of analog and mixed-signal circuits to deal with dense-time signals taking values over both discrete and continuous domains. We use STL as the specification language for the Embedded Systems lab assignment. Goals that the robotic controller must achieve are expressed as STL properties.

The primitive constraints, or predicates, in STL take the form \( \mu \models f(x) \sim \pi \), where \( f \) is a scalar-valued function over the signal \( x \), \( \sim \in \{<, \leq, >, =, \neq\} \), and \( \pi \) is a real number. Temporal formulas are formed using temporal operators, “always” (denoted as \( \square \)), “eventually” (denoted as \( \Diamond \)) and “until” (denoted as \( U \)). Each temporal operator is indexed by intervals of the form \((a, b), (a, b], [a, b), [a, b] \text{ or } [a, \infty) \) where each of \( a, b \) is a non-negative real-valued constant. If \( I \) is an interval, then an STL formula is written using the grammar:

\[
\varphi ::= T \mid \mu \models f(x) \sim \pi \mid \varphi_1 \land \varphi_2 \mid \varphi_1 U \varphi_2
\]

The always and eventually operators are defined as special cases of the until operator in the standard way: \( \square \varphi \equiv \neg \Diamond \neg \varphi \) and \( \Diamond \varphi \equiv \neg \square \neg \varphi \). When the interval \( I \) is omitted, we use the default interval of \([0, +\infty)\). The semantics of STL formulas are defined informally as follows. The signal \( x \) satisfies \( f(x) > 10 \) at time \( t \) (where \( t \geq 0 \)) if \( f(x(t)) > 10 \). It satisfies \( f = \square_{[0,2]} (x > 1) \) if for all time \( 0 \leq t < 2, x(t) > 1 \). The signal \( x(t) \) satisfies \( \varphi = \Diamond_{[1,2]} s(t) > 0.4 \) iff there exists time \( t \) such that \( 1 \leq t < 2 \) and \( x(t) > 0.4 \). The two-dimensional signal \( x = (x_1, x_2) \) satisfies the formula \( \varphi = x > 10 \) for all time \( x \mathbb{I}_{[2,3,4,5]} (x_2 < 1) \) iff there is some time \( u \) where \( 2.5 \leq u < 4.5 \) and \( x_2(u) < 1 \), and for all time \( v \in [2.3, u], 10 < (u) \) is greater than 10. The formal semantics of STL can be found in [19] and is given in Appendix A.

**Parametric Signal Temporal Logic (PSTL)** is an extension of STL introduced in [3] to define template formulas containing unknown parameters. Syntactically speaking, a PSTL formula is an STL formula where numeric constants, either in the constraints given by the predicates \( \mu \) or in the time intervals of the temporal operators, can be replaced by symbolic parameters.

An STL formula is obtained by pairing a PSTL formula with a valuation function that assigns a value to each symbolic parameter. For example, consider the PSTL formula \( \varphi(\pi, \tau) = \square_{0...3} x > \pi \), with symbolic parameters \( \pi \) (scale) and \( \tau \) (time). The STL formula \( \square_{0...3} x > 1.2 \) is an instance of \( \varphi \) obtained with the valuation \( v = \{\tau \mapsto 10, \pi \mapsto 1.2\} \).

### 3.3 Defects and Faults

A controller is usually designed to meet certain goals. For example, the Cal Climber controller should be able to navigate around obstacles and climb hills. To talk about grading and feedback generation, we introduce some relevant terminology from the fault testing and diagnosis literature.

**Definition 4.** (Defect, symptom and fault) Given a controller and an environment with some desired goals,

- A **defect** is a bug in the controller implementation that leads to failure in meeting goals;
- A **symptom** is an interesting pattern in a simulation trace of the controller-environment composition that can be characterized, for example, using STL and
- A **fault** is a symptom that is present in a trace as a result of some defect in the controller.

A general symptom, such as the inability to meet an end-to-end correctness goal (for example, obstacle avoidance), is a fault that could be the result of multiple defects in the controller. On the other hand, certain specific faults could be mapped to specific kinds of defects. As an example, consider an obstacle avoidance strategy for the Cal Climber controller, implemented in a language like C. The strategy states that every time the bump sensor signal indicates a bump, the robot backs up, moves some distance to either right or left and then re-orientations by turning in-place until the heading direction is same as the original direction \( \text{angle}_0 \). A controller will check the guard \( |\text{angle}_0| - |\text{angle}_1| \leq \varepsilon \) for some small \( \varepsilon > 0 \) to determine when to stop turning in the re-orientation mode. A defect can be introduced by replacing this guard by the exact equality check \( \text{angle}_0 = \text{angle}_1 \). This modification usually leads to failure in practice, because the controller implementation polls its sensors at certain intervals, and therefore, it is highly unlikely that the sensor value at some polled time \( t \), \( \text{angle}(t) \), will be exactly \( \text{angle}_0 \). The fault resulting from this defect is that in the re-orientation mode, the robot keeps turning in-place while making full circles multiple times. We call this the circle fault and will revisit it again in the paper.

The ability to classify traces that present a fault from those that don’t is important for auto-grading. Using this classification, we can not only separate correct solutions from incorrect ones but also generate diagnostic feedback for failed traces by monitoring for relevant faults that will likely correspond to known defects.

### 4. Formalism and Approach

We now formally define the auto-grading problem, the technical challenge in synthesizing a constrained parametrized set of tests, and our approach to solve this problem.
For the purpose of examples in this section, we always assume the controller is a Cal Climber program and the environment is an arena with one robot, multiple obstacles and fixed inclines (flat rectangular planks) placed on level ground. Positions in the arena are given using $x, y,$ and $z$ coordinates (in meters). Orientation in the $x - y$ plane is given by the yaw angle varying from $-180$ to $180$ degrees, increasing in counter-clockwise direction with $0$ aligned with $y$-axis. The initial position and orientation of the robot is also a part of the environment.

4.1 Constrained Parametrized Tests

One of the fundamental notions for auto-grading is that of a test.

Definition 5. (Test) A pair $(E, \varphi)$ of an environment $E$ and an STL formula $\varphi$ is called a test. A test passes for a controller $C$ if and only if $\text{Sim}(C; E) \models \varphi$.

For the end-to-end correctness property (goal), we will employ the convention that the STL formula $\varphi$ in a test for this goal is the negation of the property that we want to hold. In other words, if a test “passes,” it actually means that the correctness property did not hold for that test case. The reason for this convention is that it allows us to treat STL formulas encoding correctness goals and fault symptoms in a symmetric fashion, something that is required for the main technical results of this paper. Hereafter we will treat the STL property as specifying a fault unless explicitly stated otherwise.

Example 1. Consider an environment $E_0$ with a square obstacle occupying the region $[4.5, 5.5] \times [5, 0.5, 5.5]$. The initial position of the robot is $(5, 0.5, 4.9)$ and the initial orientation is $0$. Consider the STL property $\varphi = \bigcup \{\text{pos} . y \geq 5.5\}$ which states that the robot is never able to reach a point with $y$ coordinate more than $5.5$. If the test $(E_0, \varphi)$ passes, we can assert that the robot did not meet the goal of being able to avoid the obstacle.

Consider a vector of symbolic parameters $p = (p_1, p_2, \cdots, p_n)$. A valuation function $v$ maps each symbolic parameter to a concrete value (for example, in $\mathbb{R}^n$) and $v(p_i)$ denotes the value of parameter $p_i$ in $v$. The set of all possible valuations of $p$, its domain, is $\mathcal{U}$.

Definition 6. (Parametrized Test) A parametrized environment is an environment with unknown parameters, denoted $E(p)$. A parametrized test $\Gamma(p) = (E(p), \varphi(p))$ is a pair of a parametrized environment $E(p)$ and a PSTL formula $\varphi(p)$. Given any valuation $v \in \mathcal{U}$, $\Gamma(v(p)) = (E(v(p)), \varphi(v(p)))$ is a concrete test.

Example 2. Consider the same environment $E_0$ from Example 1 except that the initial orientation of the robot is an unknown parameter $\theta_{init}$ that can take one of two possible values $\{-45, 45\}$. (See Figure 2a.) Consider the PSTL property $\varphi(\pi) = \bigcup \{\text{pos}.y > 5.5 \Rightarrow \pi_a < \text{pos}.x < \pi_a\}$, where $\pi = (\pi_a, \pi_a)$, with unknown parameters $\pi_a$ and $\pi_a$ that can take one of three possible values $(-\infty, 5.0, \infty)$ each. The property states that if the robot is able to get around the obstacle and reach a point $\text{pos}.y > 5.5$, then $\text{pos}.x$ is always in the interval $(\pi_a, \pi_a)$. The pair $\Gamma_0(\theta_{init}, \pi) = (E_0(\theta_{init}), \varphi_0(\pi))$ is an example of a parametrized test.

Definition 7. (Satisfaction Region) The satisfaction region $\Omega(C, \Gamma(p))$ of a controller $C$ on a parametrized test $\Gamma(p)$ is the set of all valuations $v \in \mathcal{U}$ of $p$ such that $\Gamma(v(p))$ passes for $C$, i.e., $\Omega(C, \Gamma(p)) = \{v \in \mathcal{U} | \Gamma(v(p)) \text{ passes for } C\}$.

Definition 8. (Test Bench) Given a parametrized test $\Gamma(p)$ and a set of valuations $\rho \subseteq \mathcal{U}$, the pair $(\Gamma(p), \rho)$ is called a constrained parametrized test, simply referred to as test bench. The set of valuations $\rho$ is called the sub-domain of the test bench. We say that test bench $(\Gamma(p), \rho)$ succeeds for a controller $C$ if there exists a $v \in \rho$ such that $\Gamma(v(p))$ passes for $C$ or equivalently, $\Omega(C, \Gamma(p)) \cap \rho$ is non-empty.

Since a test bench typically includes both the goal properties (determining whether a student controller is correct or not) and the fault properties (determining the mistakes the student made), the crux of the auto-grading problem is to synthesize a test bench that can accurately classify an “unlabeled” controller as correct/incorrect and with the fault(s), if any. Treating goal and fault properties uniformly, we seek to synthesize a test bench to classify whether an unlabeled controller exhibits faulty behaviors.

To auto-grade, for every known fault, we create a test bench. If the test bench succeeds for an unlabeled controller, we can conclusively label it as one exhibiting faulty behavior. The sub-domain of a test bench essentially identifies the set of tests that indicate the presence of the fault. As mentioned earlier, a test bench can also be used in a similar way to check if a given controller meets goal requirements by formulating the failure to meet the goal as a fault.

Example 3. Consider the parametrized test $\Gamma_0$ from Example 2. Consider the sub-domain $\rho_0 = \{(\theta_{init} \mapsto 45, \pi \mapsto (5.0, \infty)), (\theta_{init} \mapsto -45, \pi \mapsto (-\infty, 5.0))\}$. For a controller, if either of valuations in $\rho_0$ leads to a test that passes, it provides good evidence that the robot is either unable to avoid the obstacle or it is not able to proceed in the initial direction. (See Figure 2a) So the test bench $\Gamma_0(\theta_{init}, \pi), \rho_0$ can be used to capture this failure to meet desired goals.

Example 4. Consider an environment $E_1$ with a fixed incline s.t. the uphill direction is along the orientation 0. The initial location of the robot is fixed at the center of the bottom boundary of the incline. The initial orientation of the robot is a parameter $\theta_{init} \in [-180, 180]$. We wish to determine whether a given controller (in an initial orientation pointing towards the incline) fails to climb within reasonable time. This can be expressed via the STL property $\varphi_1(h, \tau) = \bigcup \{\text{pos}.Z \leq h\}$, that states that the robot is not able to reach the height $h$, within time $\tau$. The parametrized test bench $\Gamma_1(h, \tau) = (E_1(h, \tau), \varphi_1(h, \tau))$, combined with the sub-domain $\rho_1 = \{(\theta_{init} \mapsto v_{\theta_{init}}, h \mapsto v_h, \tau \mapsto v_\tau), \text{s.t. } |v_{\theta_{init}}| < 90 \land v_h > 60 \land v_\tau \leq 0.4\}$ can reliably capture the failure to climb to a height above $0.4 \text{ m}$ within $60 \text{ secs}$ for some initial orientation pointing towards the hill.

4.2 Synthesis of Test Bench Constraints

Designing a test bench for a fault involves (i) creating a parametrized test bench, and (ii) finding a sub-domain of the parameters such that it reliably captures the fault. While creating a parametrized test bench by hand is easy, in our experience manually coming up with the sub-domain is tedious. It not only requires the instructor to be a relative expert in STL and run-time verification, but also requires careful observation of traces where the fault is known to be present and not present, and a number of iterations of trial and error. On the other hand, instructors can easily come up with a set of reference controllers: a set $C^+$ of positive-labeled controllers that are all known to exhibit the faulty behavior, and a set $C^-$ of negative-labeled controllers that are all known to not exhibit the faulty behavior.

We define below the problem of synthesizing a sub-domain from a set $C^+$ of positive-labeled controllers and a set $C^-$ of negative-labeled controllers.

Problem 1. Given the following: (1) a parametrized test $\Gamma(p)$ with a domain $\mathcal{U}$ for parameters $p$, and (2) two sets $C^+$ and $C^-$ of controllers. Synthesize a sub-domain $\rho \subseteq \mathcal{U}$ s.t. test bench $(\Gamma(p), \rho)$ does not succeed for any $C \in C^-$ and succeeds for all $C \in C^+$.
Problem 1. From amongst all these possibilities, we choose the following (also illustrated in Figure 2b)

\[ \rho = \bigcup_{c \in C^+} \Omega(C, \Gamma(p)) \setminus \bigcup_{c \in C^-} \Omega(C, \Gamma(p)) \quad (1) \]

For convenience, we use \( \Omega(C^+, \Gamma(p)) \) and \( \Omega(C^-, \Gamma(p)) \) to refer to \( \bigcup_{c \in C^+} \Omega(C, \Gamma(p)) \) and \( \bigcup_{c \in C^-} \Omega(C, \Gamma(p)) \). The rationale behind this choice of \( \rho \) is two-fold:

1. To increase coverage of fault detection for unlabeled controllers, we wish to include as much of \( \Omega(C^+, \Gamma(p)) \) as possible because every parameter valuation in that set corresponds to a test that passed on some positively-labeled controller, i.e. a controller that exhibits the faulty behavior.

2. For the tests corresponding to valuations that are not in either one of \( \Omega(C^+, \Gamma(p)) \) or \( \Omega(C^-, \Gamma(p)) \), we choose a lenient grading route and do not include them in \( \rho \). This means that if an unlabeled controller does not pass on any test that lies in \( \Omega(C^+, \Gamma(p)) \), it will not be labeled as one exhibiting the fault. This is how instructors often grade labs in practice, i.e., if tests conclude that a solution may or may not be faulty, it is considered to be non-faulty, pending a more detailed manual review. Here we are also assuming that we have a good range of positive and negative labeled controllers that cover a wide variety of ways in which the fault may or may not be exhibited.

To generate \( \rho \) as in Eqn. 1, we compute \( \Omega \), as discussed next.

### 4.3 Computing the Function \( \Omega \)

Given a controller \( C \) and a parametrized test \( \Gamma(p) \) with \( p = (p_1, p_2, \ldots, p_d) \), we wish to compute \( \Omega(C, \Gamma(p)) \). We assume that all parameters are numerical. Every parameter that is not finite valued is discretized by sampling uniformly at some granularity within reasonable lower and upper bounds. By this construction, the domain \( \Omega \) is now a finite \( d \)-dimensional array and can be written as a Cartesian product of finite sets \( \Omega = \Omega_1 \times \Omega_2 \times \cdots \times \Omega_d \), where \( \Omega_i \) takes values in the set \( \Omega_i \). We assume some indexing on each \( \Omega_i \) such that \( \Omega[j_1, j_2, \ldots, j_k] \) refers to the element of \( \Omega \) formed by picking the \( j_i \)-th element from each \( \Omega_i \). Moreover, we assume that this indexing is consistent with the natural order defined over each \( \Omega_i \), i.e., a lower index implies a smaller value. Let \( N = \max_i |\Omega_i| \). The size of \( \Omega \) is \( O(N^d) \).

Given this representation of \( \Omega \), \( \Omega(C, \Gamma(p)) \) can be represented by a \( k \)-dimensional bit-array, such that, \( \Omega(C, \Gamma(p))[j_1, j_2, \ldots, j_k] = 1 \) iff the test \( \Gamma([j_1, j_2, \ldots, j_k]) \) passes on the test \( \Gamma([j_1, j_2, \ldots, j_k]) \) passes on \( C \). The most naive way to compute \( \Omega(C, \Gamma(p)) \) is to perform the test \( \Gamma([p]) \) for every valuation \( [p] \in \Omega \). We describe a more efficient approach to do this in cases where the test bench is monotonic in one or more parameters.

#### Definition 9. (Monotonicity) Given an order \( \prec \) on a parameter \( p_i \), in the parameter vector \( p = (p_1, p_2, \ldots, p_d) \), a parametrized test \( \Gamma(p) \) is monotonic in \( p_i \) if for every controller \( C \)

\[

\forall v, v' \quad v(p_i) \prec v'(p_i), \forall j \neq i : v'(p_i) = v(p_i)

\Gamma(v(p)) \text{ passes for } C \Rightarrow \Gamma(v'(p)) \text{ passes for } C \quad (2)

\]

#### Example 5. Consider the parametrized test \( \Gamma_1([\theta_{init}, h, \tau]) \) from Example 4. Consider the order \( \leq \) over \( h \) and two values \( v_h < v_h' \). For any controller \( C \), if \( \Gamma_1([v_{init}, v_h, v_h, \tau]) \) passes, it means that the positive always stays below \( v_h \) for the time interval \([0, v_h]\), which implies that it stays below \( v_h' \) as well and hence \( \Gamma_1([v_{init}, v_h, v_h, \tau]) \) will pass. Thus \( \Gamma_1([init, h, \tau]) \) is monotonic in \( h \).

Similarly, for the order \( \geq \) on the parameter \( \tau \) and two values \( v_\tau \geq v_\tau' \), if a test \( \Gamma_1([v_{init}, v_\tau, \tau]) \) passes for any controller, it means that the positive always stays below \( v_\tau \) for the time interval \([0, v_\tau]\), which implies that the same is true for the time interval \([0, v_\tau']\) and hence the test \( \Gamma_1([v_{init}, v_\tau', \tau]) \) will also pass.

We can extend the definition of monotonicity to sets of parameters by defining required orders on tuples of parameter values. For example, \( \Gamma_1([\theta_{init}, h, \tau]) \) is monotonic in \((h, \tau)\) if we consider \( \succsim \) as the order, where \((v_h, v_\tau) \prec (v_h', v_\tau')\) if \( v_h \leq v_h' \) and \( v_\tau \geq v_\tau' \). Note that we do not need separate monotonically increasing and decreasing parameterized tests since we can always invert the order on the parameter and keep the definition consistent.

Note that the definition of monotonicity allows a parameterized test to be monotonic in environment parameters but, so far in practice we have never encountered cases when this happens. Checking that a parameterized test is monotonic in certain parameters that only occur in the PSTL part of the test can be done by reduction to satisfiability modulo theories (SMT) as described in more detail by Jin et al. [11]. This is an offline step carried out at the time of design of a parameterized test.
4.4 Adequate Test Samples for Grading

Checking whether a new controller $C$ succeeds on a test bench $(\Gamma(p), \rho)$ amounts to searching for a valuation in $\rho$ such that $\Gamma(v(p))$ passes for $C$. The naive approach to solve the search problem is to enumerate all valuations in $\rho$. We describe a more efficient search strategy when $\Gamma(p)$ is monotonic in one or more parameters.

**Definition 11.** (Adequate Test Sample) An adequate test sample $\alpha \subseteq \rho$ is a set of valuations s.t. for any controller $C$, $(\Gamma(p), \rho)$ succeeds on $C$ iff there is at least one $v \in \alpha$ for which $\Gamma(v(p))$ passes for $C$.

**Definition 12.** (Corner) A corner in a monotone $k$-dimensional bit-array $A$ is an index $\mathbf{j} = [j_1, j_2, \ldots, j_k]$ s.t. $A[j_1, j_2, \ldots, j_k] = 0$ and $\forall 1 \leq i \leq k$, if the index $[j_1, j_2, \ldots, j_i - 1, \ldots, j_k]$ lies within the bounds of $A$, then $A[j_1, j_2, \ldots, j_i - 1, \ldots, j_k] = 1$.

First consider the case when a parameterized test $\Gamma(p)$ is monotonic in all parameters $p = (p_1, p_2, \ldots, p_k)$. Say we have computed $\Omega(C^+, \Gamma(p))$, $\Omega(C^-, \Gamma(p))$ and $\rho = \Omega(C^+, \Gamma(p)) \cap \Omega(C^-, \Gamma(p))$ in $k$-dimensional bit-array form.

**Proposition 1.** The set $\alpha$ comprising of all valuations $\Omega[j] \cap \rho$ s.t. $j$ is a corner of $\Omega(C^+, \Gamma(p))$ and $\Omega(C^-, \Gamma(p))\Omega[j] = 1$, is a minimal adequate test sample for $(\Gamma(p), \rho)$.

**Proof.** We first show that $\alpha$ is adequate then we show $\alpha$ is also minimal. For this proof, we refer to $\Omega(C^+, \Gamma(p))$ by $\Omega^+$ and $\Omega(C^-, \Gamma(p))$ by $\Omega^-$. Assume $\Gamma(v(p))$ passes for $C$ for some $v \in \alpha$. Let the index of this valuation be $\mathbf{j}$. By definition of $\alpha$, $\Omega^+[\mathbf{j}] = 1$ and $\mathbf{j}$ is a corner of $\Omega^-$ implying $\Omega^−[\mathbf{j}] = 0$. From the way we have defined $\rho$, we can say that $\rho[\mathbf{j}] = 1 \lor v \in \rho$ which means $(\Gamma(p), \rho)$ succeeds for $C$. For reverse implication, assume $(\Gamma(p), \rho)$ succeeds for $C$, it means that it is possible to find an index $\mathbf{j} = [j_1, j_2, \ldots, j_k]$ s.t. $\Omega[j] \in \rho$ (equivalently, $\rho[\mathbf{j}] = 1$) and $\Gamma(v(p))$ passes for $C$ (equivalently, $\Omega(C, \Gamma(p))\Omega[\mathbf{j}] = 1$). Since $\mathbf{j} \in \rho$, we have $\Omega^+[\mathbf{j}] = 1$ and $\Omega^−[\mathbf{j}] = 0$. If $\mathbf{j}$ is a corner of $\Omega^−$, then we have $\Omega^+[\mathbf{j}] \in \alpha$ and we are done. If not, then there exists $1 \leq l \leq k$, $\mathbf{j}' = [j_1, j_2, \ldots, j_l - 1, \ldots, j_k]$ s.t. $\Omega^−[\mathbf{j}'] = 0$. By monotonicity, we also have $\Omega^+[\mathbf{j}'] = 1$ and $\Omega(C, \Gamma(p))\Omega[\mathbf{j}'] = 1$. If $\mathbf{j}'$ is a corner of $\Omega^+$, then $\Omega^+[\mathbf{j}'] \in \alpha$ and we are done. Else we set $\mathbf{j}$ to $\mathbf{j}'$ and proceed again in the same way. Since $\mathbf{l}$ is finite, this procedure is guaranteed to terminate at a corner of $\Omega^+$.

To show minimality, we remove some arbitrary valuation $v$ from $\alpha$ and show that it becomes inadequate. Say $\mathbf{j}$ is the index corresponding to $v$. Consider a controller $C$ s.t. $\Omega(C, \Gamma(p))\Omega[\mathbf{j}] = 1$ iff $j \geq j_\mathbf{j}$. Since $j_\mathbf{j}$ is a corner of $\Omega^+$, for every index $j \neq j_\mathbf{j}$ and $j \geq j_\mathbf{j}$, we have that $\Omega^+[\mathbf{j}] = 1$. This means there is no corner of $\Omega^−$ in $\Omega(C, \Gamma(p))$ apart from $j_\mathbf{j}$. Hence, we will not be able to find another $v' \in \alpha$, $v' \neq v$ s.t. $\Gamma(v'(p))$ passes on $C$, even though $(\Gamma(p), \rho)$ succeeds on $C$. This means $\alpha$ becomes inadequate if we remove any of its elements, thus making it minimal.

Figure 3b shows an example of a minimal adequate test sample for the 2-d case. To compute $\alpha$, similar to Sec. 4.3; in case $k = 1$, we can do a binary search to find the corner; in case $k = 2$, we can we can find corners by starting at the boundary of the 2-d array and eliminating rows and columns; and in case $k \geq 3$, we can enumerate over first $k - 2$ parameters and apply the case for $k = 2$ on the rest. For the general case of $k - d$ non-monotonic and $d$ monotonic parameters, we enumerate over all possibilities of first $k - d$ parameters, and keep accumulating the adequate test sample calculated for the $d$-dimensional monotone sub-array obtained by fixing the first $k - d$ parameters.

We conclude this section with a remark about an alternative mathematical formulation. If we treat a monotone bit-array as a partially-ordered set (poset) $\mathcal{D}$, then, the satisfaction region $\Omega(C, \Gamma(p))$ of some controller $C$ is an upward closed subset of $\mathcal{D}$. The subdomain $\rho$ is now the intersection of an upward-closed $(\Omega^+)$ and another downward-closed set $(\Omega^- \setminus \Omega^+)$. With some effort, we can show that the minimal adequate test sample $\alpha$ corresponds to the maximal elements of $\rho$. However, we find the monotone bit-array formulation more useful for our purposes because it is a special case of a poset that allows for efficient algorithms (as given in Sec. 4.3.1 and 4.3.2) for computation of $\alpha$, which is not obvious with the general poset formulation.

5. EXPERIMENTAL RESULTS

We designed and experimentally evaluated our auto-grader using a collection of solutions implemented by 50 groups of students as part of the laboratory component of the Fall 2013 instance of the EECS 149 class at UC Berkeley.

The code was anonymized and collected automatically using post-build commands so that each group provided a variable number of versions, most of which being intermediate non-final solutions. The lab was organized in two sessions, one focusing on the obstacle avoidance problem, and another focusing on the hill climbing. In this section, we describe the set of test benches that we used to establish diagnostics with respect to each goal. For each test bench, we first manually label a set $T$ of 100 randomly-selected student solutions. We select 30 solutions out of the 100 while maintain-
5.1 Obstacle Avoidance

In assessing faults in obstacle avoidance, we use an environment $E_3(\theta_{init})$ which contains an obstacle occupying the region $[4.5, 5.5] \times [5.0, 5.5]$. Initial position of the robot is $(5.0, 4.9)$. The parameter $\theta_{init}$ encodes the initial orientation of the robot.

5.1.1 Failing simple obstacle avoidance (avoid_front)

This test bench checks whether the robot can get past the obstacle when started with the initial orientation $\theta_{init} = 0$, facing the obstacle directly.

- Parameterized Test: $(E_3(0), \varphi_{avoid})$ with $\varphi_{avoid} = \square[0, \tau](\text{pos, y} < y_{min})$. If $\varphi_{avoid}$ is satisfied for suitable values of $\tau$ and $y_{min}$, it indicates failure to avoid the obstacle.
- Parameters: $(\tau, y_{min})$
- Domain: $(\tau, y_{min}) \in \{60 : -5 : 10\} \times \{3.0 : 0.1 : 7.0\}$
- Monotonicity: $\tau$ monotonic for $\geq$ and $y_{min}$ monotonic for $\leq$.
- Synthesized sub-domain: See Figure 4
- Adequate Test Sample: $\{(60, 5.7), (55, 4.9), (50, 4.6)\}$
- Average synthesis time per training example: 1.9 sec

---

Figure 3: (a) An intermediate step in a run of the algorithm used to compute $\Omega(C, \Gamma(p))$ for two monotonic parameters $p = (p_1, p_2)$. The arrows indicate the tests that are performed. Monotonicity allows us to compute whole of $\Omega(C, \Gamma(p))$ by performing $O(\max(U, V))$ tests. (b) For the case of two monotonic parameters (increasing in the directions shown by arrows), the dashed (and dotted) lines represent the boundary between cells containing 0s and 1s for $\Omega(C^+, \Gamma(p))$ (and $\Omega(C^-, \Gamma(p))$). The shaded part is $\rho$. The hatched cells are corners of $\Omega(C^-, \Gamma(p))$ and the shaded hatched cells comprise the minimal adequate test sample.

Figure 4: Test bench avoid_front. Green (lightly shaded) region is the computed sub-domain. Red (dark shaded) region is the set of tests excluded from the sub-domain because they are triggered on at least one negative example. White (unshaded) region is the set of tests that are not triggered on any negative or positive example. Little black squares are the points in the adequate test sample.
5.1.2 Failing re-orienting after obstacle avoidance (avoid_left/avoid_right)

This test bench checks whether the robot can get past the obstacle and keep heading in the initial heading direction. We perform the test in two possible initial orientations; facing left ($\theta_{init} = 45$) or right ($\theta_{init} = -45$). We show details for the case $\theta_{init} = 45$.

- **Parameterized Test:** $(E_3(45), \varphi_{test})$ with $\varphi_{test} = \begin{cases} \square_{[0, \tau]}(pos \cdot z \leq h) \end{cases}$
  - $\varphi_{test}$ is satisfied for suitable values of $\tau$, $x_{max}$ and $y_{min}$, it indicates either failure to avoid the obstacle or failure to re-orient in the correct heading direction.
  - **Parameters:** $(\tau, y_{min}, x_{max})$
  - **Domain:** $(\tau, y_{min}, x_{max}) \in \{60 : -5 : 10\} \times \{3.0 : 0.1 : 7.0\} \times \{6.0 : -0.1 : 3.0\}$
  - **Monotonicity:** $\tau$ monotonic for $\geq$; $y_{min}$ monotonic for $\leq$ and $x_{max}$ monotonic for $\geq$.
  - **Synthesized sub-domain:** Due to more than 2 parameters, it is not possible to show it in a figure.
  - **Adequate Test Sample:** ${\{60, 5.4, 4.2\}, \{55, 5.4, 5.0\}, \{50, 4.8, 5.8\}, \{10, 4.4, 5.8\}}$
  - **Average synthesis time per training example:** 26.2 sec

5.1.3 Strict equality check (circle)

This test bench investigates the circle fault mentioned in Section 3.3. The purpose of the test is to detect that at some time instant $t_0$, the robot bumps into the obstacle, then turns about itself with a maximum period of $\tau$, while remaining close to its position at $t_0$ with a margin of $\delta$.

- **Parameterized Test:** $(E_3(0), \varphi_{circ})$
  - $\varphi_{circ}(t_0, \delta, \tau) = \square_{[0, \tau]}(\varphi_{collide}(t_0, \delta))$
  - where $\varphi_{collide}(t_0, \delta) = \begin{cases} \text{bump}(t_0) \equiv \text{TRUE} \end{cases}$ and $\varphi_{collide}$ is given by $\varphi_{collide}(t_0, \delta) = \begin{cases} \varphi_{\text{to-0}} \land \varphi_{\text{close}}(t_0, \delta) & \text{if } \varphi_{\text{to-180}} \land \varphi_{\text{close}}(t_0, \delta) \text{ where } \varphi_{\text{close}}(t_0, \delta) = \text{dist}(\text{pos}(t_0), \text{pos}) < \delta \text{ for some distance function dist and } \varphi_{\text{to-0}} \text{ and } \varphi_{\text{to-180}} \text{ assess that angle is close to 0 degrees and 180 degrees, respectively.}
  - **Parameters:** $(\tau, \delta)$
  - **Domain:** $(\tau, \delta) \in \{1 : 1 : 10\} \times \{-0.025 : 0.01 : 0.2\}$
  - **Monotonicity:** $\tau$ monotonic for $\leq$ and $\delta$ monotonic for $\leq$
  - **Synthesized sub-domain:** See Figure 5
  - **Adequate Test Sample:** ${\{55, 0.195\}, \{10.0, 0.075\}}$
  - **Average synthesis time per training example:** 2.7 sec

5.2 Hill Climbing

To assess faults in the hill climbing part of the assignment, we use an environment $E_4(\beta)$ which contains a hill. The parameter $\beta$ encodes the initial configuration of the robot. It can take two values $B$ and $M$. In $B$ the robot starts at the bottom of the hill facing 45 degrees rightwards of uphill and in $M$ the robot starts on the hill (midway between bottom and top) facing downhill.

5.2.1 Failing simple hill climb (hill_climb)

This test bench checks whether the robot fails to reach near the top of the hill. We perform this test for both possible values of $\beta$.

- **Parameterized Test:** $(E_4(\beta), \varphi_{\text{hill}})$ with $\varphi_{\text{hill}} = \begin{cases} x > y \land \text{circle} \land \text{max} \end{cases}$
  - $\varphi_{\text{hill}}$ is satisfied for suitable values of $t$ and $\varphi_{\text{hill}}$ indicates failure to reach near top of the hill.
  - **Parameters:** $(\beta, \tau, h)$
  - **Domain:** $(\beta, \tau, h) \in \{B, M\} \times \{60 : -5 : 10\} \times \{-0.1 : 0.7\}$
  - **Monotonicity:** $\tau$ monotonic for $\geq$ and $h$ monotonic for $\leq$
  - **Synthesized sub-domain:** See Figure 6
  - **Adequate Test Sample:** $(M, 55, 0.41), (M, 50, 0.37), (M, 35, 0.35), (M, 15, 0.33), (M, 10, 0.31), (B, 55, 0.45), (B, 50, 0.34), (B, 45, 0.18), (B, 40, 0.07))$
  - **Average synthesis time per training example:** 6.2 sec

5.2.2 Failure to detect hill (what hill)

This test bench checks the failure of robot to detect when it is oh a hill. This is a specific bug which leads to failure in hill climbing. We use the environment $E_4$ with $\beta = B$.

- **Parameterized Test:** $(E_4(B), \varphi_{\text{hill}})$ with $\varphi_{\text{hill}} = \begin{cases} \varphi_{\text{hill}} = \square_{[0, \tau]}(\varphi_{\text{fwd}} \cup_{[\tau_2, +\infty]} \varphi_{\text{cliff}}) \end{cases}$
  - $\varphi_{\text{fwd}}$ assesses that the robot is moving forward and $\varphi_{\text{cliff}}$ assess firing of cliff sensor. If this property is satisfied for suitable values of $\tau_1$ and $\tau_2$, it means that the robot keeps driving straight until it hits a cliff even if it is on a hill instead of re-orienting towards uphill direction.
  - **Parameters:** $(\tau_1, \tau_2)$
  - **Domain:** $(\tau_1, \tau_2) \in \{0 : 1 : 60\} \times \{60 : -1 : 0\}$
  - **Monotonicity:** $\tau_1$ monotonic for $\geq$ and $\tau_2$ monotonic for $\leq$
  - **Synthesized sub-domain:** See Figure 7
  - **Adequate Test Sample:** $(\{1, 0\}, \{41, 12\}, \{60, 13\})$
5.2.3 No filtering (filter)

This test bench checks whether the reason for a failure to climb a hill is the absence of a low-pass filter applied to the accelerometer data to smoothen it. We check this by performing the test hill_climb with $E_4$ but applying a low-pass filter to the accelerometer data externally (before it is fed into the controller). If the robot is able to climb the hill with an external filter but fails to do so without it, we can conclude that absence of the filter is the bug.

5.3 Accuracy of Classification

To measure accuracy we use the synthesized test benches to label a set of student solutions (disjoint from the training set) and compare the labels assigned by the auto-grader to manually assigned labels. Table 1 shows obtained accuracy results and average running times for 8 test benches. The running times do not include time needed for simulation. For each solution, simulation in a total of 6 environment configurations is collectively needed for the 8 test benches (2 environments are shared). Note that we find a majority of solutions that are not able to meet goals but that is expected because our solution set has preliminary and intermediate versions of the solutions as well. We also find that accuracy is poorer in the hill climbing cases, which shows that variation in student solutions is higher in that part of the lab.

<table>
<thead>
<tr>
<th>Test Bench</th>
<th>$N^+$</th>
<th>$N^{++}$</th>
<th>$N^-$</th>
<th>$N^{--}$</th>
<th>$T_{avg}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>avoid_front</td>
<td>74</td>
<td>74</td>
<td>27</td>
<td>27</td>
<td>0.119</td>
</tr>
<tr>
<td>avoid_left</td>
<td>78</td>
<td>78</td>
<td>23</td>
<td>23</td>
<td>0.158</td>
</tr>
<tr>
<td>avoid_right</td>
<td>82</td>
<td>82</td>
<td>19</td>
<td>19</td>
<td>0.148</td>
</tr>
<tr>
<td>circle</td>
<td>2</td>
<td>2</td>
<td>99</td>
<td>99</td>
<td>0.382</td>
</tr>
<tr>
<td>hill_climb ($\beta = B$)</td>
<td>49</td>
<td>36</td>
<td>345</td>
<td>345</td>
<td>0.111</td>
</tr>
<tr>
<td>hill_climb ($\beta = M$)</td>
<td>35</td>
<td>32</td>
<td>359</td>
<td>359</td>
<td>0.120</td>
</tr>
<tr>
<td>what_hill</td>
<td>220</td>
<td>216</td>
<td>174</td>
<td>156</td>
<td>0.288</td>
</tr>
<tr>
<td>filter</td>
<td>8</td>
<td>7</td>
<td>354</td>
<td>339</td>
<td>0.412</td>
</tr>
</tbody>
</table>

Table 1: $N^+$ is the number of solutions with fault (manually labeled). $N^{++}$ is the number of solutions that the auto-grader correctly labeled as faulty. $N^-$ and $N^{--}$ are defined similarly for solutions without fault. $T_{avg}$ is the average labeling time per solution in seconds.

5.4 Discussion

The experimental evaluation indicates that the auto-grader is both accurate and efficient. The test benches used in our evaluation capture common mistakes made by students, as observed in an on-campus offering, and even simply identifying these mistakes can be valuable feedback.

The parameter synthesis requires a set of “good” and “bad” solutions. We show that a small number of labeled examples (30) is enough to get reasonable accuracy. The overhead of providing these solutions is small: an instructor manually labels a small number of solutions by viewing the robotics simulator video and avoids the tedious process of parameter tuning.

6. RELATED WORK

Related work falls into two main categories: the use of formal methods and programming languages techniques for (online) education, and parameter synthesis for STL.

There is a growing number of efforts to incorporate formal methods into technologies for education. Singh et al. [25] present an approach to automatically generate problems in high-school algebra. Sadigh et al. [24] show how the problem of generating variants of exercises in an Embedded Systems textbook [14] can be mapped to standard problems in formal methods and apply some of these methods to classes of exercises. Singh et al. [26] present an auto-grader for a Python programming course, where, similar to the present paper, feedback is generated based on a library of common mistakes, but, differently, the technical approach uses an encoding to SAT-based program synthesis. Alur et al. [1] consider auto-grading DFA construction problems, providing a novel blend of three techniques for assigning partial grades for incorrect answers. The present work proposes different formalisms and algorithms, and represents the first auto-grader for lab assignments in the area of embedded, cyber-physical systems.

Parameter synthesis for PSTL formulas has been studied before [3, 11]. Unlike our work, these efforts seek to find specific parameter values rather than sub-domains, and are not directly usable in the auto-grading context of this paper. A symbolic approach to PSTL parameter synthesis has been discussed in [3], which reports that an enumerative approach outperforms the symbolic one.

We also note related work in the area of fault localization only using execution traces (black-box localization) [16, 17]. However, these techniques apply to digital systems and are not directly usable in our context of hybrid systems with continuous variables.

7. CONCLUSIONS & FUTURE WORK

In this paper, we have formalized the auto-grading problem for laboratory assignments in cyber-physical systems, and presented a formal, algorithmic approach to solve it based on parameter synthesis. The approach is general and can apply beyond the particular motivating lab setting considered here. The theoretical treatment makes no assumptions about the form of the controller, environment, and simulation model. Note also that our approach can be used with any black-box simulator.

There are several interesting directions for future work. One direction is to introduce cost or reward metrics into the model to quantify the quality of a student solution. Monitoring these metrics over a set of tests can help assign partial credit or extra credit to student solutions. For example, in a problem involving robot navigation to a goal location, a controller that gets closer, or takes less time, should intuitively receive more credit than one that does not. Additionally, for student controllers that do not satisfy the goal property, but which also do not exhibit any known fault, we need an approach to explain the student mistake, potentially by synthesizing an (P)STL formula that serves as a defining symptom.

As mentioned, the auto-grader has already been successfully deployed in an actual MOOC, EEC4149.1x [15], and we plan to run user studies on its effectiveness in the future and use it in other classes and labs. One interesting topic is analog and mixed signal circuits, for which Time Frequency Logic (TFL) [6] could be used instead of STL.
Finally, beyond the application to education, we note that our technique can be applied to debugging problems for embedded controllers where we can assume a plausible fault model and where monotonicity holds; e.g., for industrial control systems where monotonicity of PSTL has already been found widespread [11].
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APPENDIX

A. STL SEMANTICS

The formal semantics of signal temporal logic (STL) are given as follows:

Definition 13. The satisfaction of an STL formula relative to a signal $x$ at time $t$ is defined inductively as

$$(x, t) \models \mu \iff x \text{ satisfies } \mu \text{ at time } t$$

$$(x, t) \models \neg \varphi \iff (x, t) \not\models \varphi$$

$$(x, t) \models \varphi_1 \land \varphi_2 \iff (x, t) \models \varphi_1 \text{ and } (x, t) \models \varphi_2$$

$$(x, t) \models \varphi_1 \bigcup_{[a, b]} \varphi_2 \iff \exists t' \in [t + a, t + b] \text{ s.t. } (x, t') \models \varphi_2 \text{ and } \forall t'' \in [t + a, t'), (x, t'') \models \varphi_1$$

Extension of the above semantics to other kinds of intervals (open, open-closed, and closed-open) is straightforward. We write $x \models \varphi$ as a shorthand of $(x, 0) \models \varphi$. 