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ABSTRACT

With ever more popularity of video web-publishing, many popular contents are being mirrored, reformatted, modi�ed
and republished, resulting in excessive content duplication. While such redundancy provides fault tolerance for
continuous availability of information, it could potentially create problems for multimedia search engines in that
the search results for a given query might become repetitious, and cluttered with a large number of duplicates. As
such, developing techniques for detecting similarity and duplication is important to multimedia search engines. In
addition, content providers might be interested in identifying duplicates of their content for legal, contractual or other
business related reasons. In this paper, we propose an e�cient algorithm called video signature to detect similar
video sequences for large databases such as the web. The idea is to �rst form a \signature" for each video sequence
by selecting a small number of its frames that are most similar to a number of randomly chosen seed images. Then
the similarity between any two video sequences can be reliably estimated by comparing their respective signatures.
Using this method, we achieve 85% recall and precision ratios on a test database of 377 video sequences. As a proof
of concept, we have applied our proposed algorithm to a collection of 1800 hours of video corresponding to around
45000 clips from the web. Our results indicate that, on average, every video in our collection from the web has
around �ve similar copies.

Keywords: Multiplicity Detection, Internet Video, Visual Similarity, Random Sampling

1. INTRODUCTION

The amount of information on the world wide web has grown enormously since its creation in 1990. A study published
in the July 1999 issue of Nature estimates that there were 800 million indexable pages on the web as of February
1999.1 As there is no central management on the web, duplication of content is inevitable. As such, researchers have
been interested in detecting highly similar text documents on the web for a number of years.2,3 Overly-duplicated
contents waste resources in storage and increase the e�ort in informationmining for both human and arti�cial agents.
This problem is in fact quite severe: as reported by Shivakumar and Garcia-Molina3 in 1998, about 46% of all the
text documents on the web have at least one \near-duplicate" { document which is identical except for low level
details such as formatting, and 5% of them have between 10 and 100 replicas.

For multimedia contents, the problem of duplication is likely to be more severe than text documents. This
can be attributed to the fact that multimedia content is often mirrored in multiple locations in order to facilitate
downloading, or bandwidth intensive video streaming applications. Identifying all the similar contents on the web
can be bene�cial to many web retrieval applications. Speci�cally:

1. Search results can be clustered to allow easy browsing.

2. During network outages or in cases of expired links, an alternative copy in a di�erent location can provide fault
tolerance.

3. Without using costly transcoding procedures, the search engine can present the best version to users based on
resource/location estimation and users' speci�cations. The simplest example is to choose the copy which is
physically closest to the user.
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4. Clustering of information provides useful cues for statistical analysis of web data mining. For example, the
inclusion of the similar content in two di�erent users' homepages is a strong indication of the two users belonging
to the same community.4

In this paper, we are concerned with developing e�cient algorithms for detecting similar video sequences on
the web. We de�ne similar video sequences to be those with roughly the same content but possibly compressed
at di�erent qualities, reformatted to di�erent sizes and frame-rates, or undergone minor editing in either spatial
or temporal domain. In recent years, there has been a signi�cant amount of research on similarity search in video
databases. An excellent review can be found in a recent book by Perry et al.5 Most existing work in this area focuses
on developing video processing techniques to match our intuitive notion of similarity, with experimental results based
on either high-quality, domain-speci�c video databases such as movies, television news,6{8 or a small set of video
clips from the web.9,10 In contrast, our work focuses on detecting similarity on a large set of web video clips, which
are extremely diverse in both content and quality,11 and thus are not amenable to domain speci�c techniques. In
addition, we pay special attention to developing low complexity algorithms that scale well to large databases such as
the web.

In general, comparing two video sequences involves a computationally intensive process of measuring their edit
distance.6,7 If the primary concern is to identify approximately equivalent video sequences, it is conceivable to reduce
the complexity by focusing on a few distinctive features, or using random sampling. Indyk et al.10 use the time series
of shot change durations as signature for an individual video. However, since the majority of the video sequences
on the web are recordings of lectures, conferences, or single scenes from movies, televisions or demonstrations, they
are generally short and contain no or very few shot changes. Furthermore, the visual quality of web video sequences
is generally poor, and many of them are in streaming formats with severe frame drops during network congestions,
making shot change detection an unreliable technique for similarity detection.

In this paper, we propose a new video comparison scheme called video signature. The idea behind video signature
is to use a small number of frames from each video as the signature, in order to facilitate rapid comparisons. To
ensure that similar video sequences produce similar signatures, a number of random images are �rst selected and
then for each video, the frame which is the most similar to each of the random images is used to form the signature.
If two video sequences are similar, it is easy to see that their signatures must also be similar, provided that the
frame similarity function used is robust against low-level di�erences such as compression noise or minor changes in
frame sizes or frame rates. While it might be possible for two completely di�erent sequences to share a few similar
signature frames, by choosing a diverse set of random seed images, it becomes increasing more unlikely for them to
have overwhelmingly similar signatures. As we will see later, using the video signature algorithm, we are able to
detect web video similarity with high precision and recall ratios with only a small number of frames per video.

This paper is organized as follows: the video signature model is �rst described in Section 2. We describe a simple
statistical pruning technique for complexity reduction in Section 3. Performance and parameter selection using a
ground-truth set are discussed in Section 4. To estimate the actual web video multiplicity, we have collected a large
set of web video sequences. The collection process is briey described in Section 5, along with the results of our
algorithm on this database. We conclude this paper by discussing future work.

2. VIDEO SIGNATURE

We model a video V as a collection of its individual frames fvg. The similarity between video sequences is based
solely on the similarity between individual frames. As such, any temporal relationship between frames is ignored.
We assume that if a large percentage of the frames of two web video sequences are similar, the probability that they
di�er signi�cantly in temporal dimension is small. We now proceed to de�ne our notion of video similarity.

Let V = fvg and W = fwg denote two video sequences. Assume that we have a distance function d(v; w)
between frames v and w. We de�ne video similarity S(V;W ) in terms of the degree of overlap between the two video
sequences:

S(V;W )
�
=

1

2

�P
v2V 1fd(v;w)��; w2Wg

jV j
+

P
w2W 1fd(v;w)��; v2V g

jW j

�
; (1)

where � is a small positive number denoting the noise tolerance between similar frames, jV j denotes the size of set
V , and 1A equals to 1 if the set A is non-empty and zero otherwise. The �rst sum in (1) indicates the fraction of
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Figure 1. Voronoi diagrams for (a) similar video sequences V and W , and (b) dissimilar video sequences U and W .
The broken lines denote the voronoi regions of video W in both (a) and (b) while the solid lines denote the voronoi
regions of video V in (a) and those of video U in (b). Using a single seed image as shown in the diagram, u1, v1 and
w1 become the signatures for U , V and W respectively.

the frames in video V that has at least one similar corresponding frame in video W , and the second sum reects
the same measurement of W with respect to V . S(V;W ) is close to one when V and W share roughly the same set
of similar frames, and zero when V and W have no frames in common. It is di�cult to use S in practice because
its complexity is proportional to the product of the sizes of V and W . To reduce the complexity, we introduce a
particular form of random sampling.

Let R = fs1; s2; : : : ; sMg be a set of M random images which we call seed images. De�ne an M -tuple of frames
VR called the signature of V with respect to R as follows:

VR
�
= (vs1 ; vs2; : : : ; vsM ); where vsi

�
= argmin

v2V
d(v; si): (2)

Intuitively the signature consists of the frames in V which are closest to the seed images in R. If two video sequences
are similar, it is likely that the corresponding signature frames of the two sequences are also similar. Given two
signatures VR and WR, we can now de�ne the signature similarity T (VR;WR) as follows:

T (VR;WR)
�
=

PM

i=1 1fd(vsi ;wsi )��g

M
: (3)

For similar signatures, T is close to one, while for dissimilar ones, it is close to zero. The above signature similarity
function is analogous to the video similarity function de�ned in (1), except that it is applied to the signatures instead
of raw video frames. The advantage of using the signature similarity is that computing T (VR;WR) is much simpler
than S(V;W ) since it only involves O(M ) operations. As we demonstrate experimentally in Section 4.2, using a
small value of M is su�cient to produce high recall and precision ratios in identifying similar video sequences.

In Figure 1, we show two comparisons of three 3-frame video sequences U; V , and W . Video V and W are similar
to each other while U is completely di�erent. Each frame is represented as a point in the two-dimensional space.
As the selection of signature is based on choosing the nearest frame to the seed, the decision region for a given
sequence takes the form of a geometric construction called the Voronoi diagram.12 Figures 1(a) and (b) show the
Voronoi diagrams for similar video sequences V and W , and dissimilar video sequences U and W respectively. The
broken lines denote the Voronoi regions of video W in both Figures 1(a) and (b), while the solid lines denote the
Voronoi regions of video V in Figure 1(a), and those of video U in Figure 1(b). The Voronoi diagram partitions the
entire space into Voronoi regions according to the nearest-neighbor rule. Thus, the three frames for a given video
sequence divide the plane into three regions whereby all the images in a given region are closer to the representative
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frame associated with the region than the other two frames. Speci�cally, the signature for a video with respect to a
seed image is simply the frame for the corresponding region the seed image resides in. For similar video sequences
V and W in Figure 1(a), the edges of their Voronoi diagrams are close to each other. Unless the seed image falls
between the \cracks" of the two Voronoi diagrams, it is easy to see that with high probability, the signature frames
chosen from the two video sequences are close to each other as well. On the other hand, for totally dissimilar video
sequences such as U and W in Figure 1(b), signature frames are far apart from each other regardless of the choice
of seed images. The reliability of the similarity estimate is improved when (a) more seed images are used, and (b)
seed images are far apart from each other so as to avoid bias in signature frames.

We now illustrate the concept of video signature with a particular frame-based feature distance function d used
in our experiments. There are a large number of image similarity functions proposed in the literature. Our goal is
to choose an appropriate similarity function which is robust to compression noise, size, and aspect ratio changes as
well as di�erent sampling rates. The last requirement in particular suggests that the similarity function should be
insensitive to small spatial changes due to motion. One possible candidate is the color histogram which is commonly
used in detecting shot changes in video sequences. We have chosen a region-based HSV (Hue-Saturation-Value) color
histogram as our frame feature vector, with sum of absolute di�erences (l1-distance) as our metric.13 Each frame
is divided into four quadrants and a 178-bin color histogram is extracted for each quadrant. The color histogram
has 18 bins for hue, 3 for saturation, 3 for value, plus 16 pure gray levels. We use a �ner quantization in gray levels
than the scheme proposed by Smith13 to provide better classi�cation on black-and-white video clips. Many web
video sequences contain lecture notes, slides, or simple computer animations with frames sharing the same or similar
monochrome background. The straightforward application of the l1 distance between the histograms of these video
frames results in a small distance value because a single color dominates the distance measurement. To remedy such
a situation, when two color histograms share a single dominant color, i.e. more than 30% of the entire picture, this
color is �rst removed, and the rest of the histogram bins are renormalized before the l1 distance is computed. To
determine if two frames are similar, the distance between the color histograms of the two frames is �rst computed.
Then, if their distance is smaller than or equal to a pre-determined threshold �, the two frames are declared to be
similar. We refer to the value of � as feature distance threshold as it depends on the particular choice of feature vector
and its capability in identifying similar video frames.

An example of using the proposed color histogram is illustrated in Figure 2. A random picture selected from the
web is used as our seed. We use two four-minute long MPEG7 test sequences� to illustrate the signature generation
process. We �rst subsample the �rst sequence at one frame per second and call it video U . For the second sequence,
we prepare two di�erent versions named V and W to mimic common modi�cations of video sequences seen on the
web. V is obtained by subsampling the second sequence at one frame per second, and recompressing it based on
motion-JPEG with quality factor 60, while W is the subsampled version of the second sequence at ten frames per
second, followed by motion-JPEG compression with quality factor 90. Despite the di�erence in frame rate and
compression quality, the signature frames of V and W are visually much closer to each other than to the signature
frame of U , as shown in Figure 2. The l1 distance between the two color histograms corresponding to the signature
frames of V and W is 1.01, while the distance between those of U and V is 4.90, and between those of U and W is
4.86.

Our approach to detecting video similarity can now be summarized in two steps: In the �rst step, we compute the
video signature for each video sequence in our database with respect to a set ofM random seed images; in the second
step, we compute the signature similarity function T , as shown in Equation (3), for every pair of video signatures
in the database. In the next two sections, we address a number of issues regarding the basic approach outlined
above. These issues are: First, what are optimum values for parameters such number of seed images,M , and feature
distance threshold, � to be used in Equation (3)? Second, how do we measure the e�ectiveness of our approach,
namely, the random seed sampling and choice of feature vectors? Third, what steps can be taken to reduce the
inherent complexity of the above approach, which requires high dimensional feature computation and comparisons?

Our basic approach to addressing these issues is to construct a relatively small ground truth set, in which all video
similarities are determined by subjective inspection of every video sequence in the set. Our assumption is that the
video clips in the ground-truth set are representative of the ones in the larger web database, so that the parameters
derived from the ground-truth set are appropriate for the larger set as well. By comparing results from the video
signature algorithm with subjective inspection, and taking computation complexity factors into consideration, we

�Clips from MPEG7 data-set V11, disc 33, courtesy of Service Du Film De Recherche Scienti�que.
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Figure 2. Single-seed signature generation for three video sequences U , V , and W . V and W are similar to each
other, while U is dissimilar to both.

determine appropriate parameters for the video signature algorithm to be used with the large web database. In
addition, the ground-truth set enables us to characterize the performance of the video signature algorithm and the
e�ectiveness of our chosen random sampling and feature selection.

3. COMPLEXITY REDUCTION IN SIMILARITY SEARCH

High dimensional feature vectors used in constructing video signatures can make similarity detection a daunting
task from a computational point of view. Classical data indexing techniques such as R-trees or SR-tress have been
shown to be no better than sequential search once the dimension exceeds ten.14 One approach to reduce the
search complexity is to �rst apply data clustering techniques such as principal component analysis15,16 to reduce the
dimension of the data. Another class of techniques attempts to �nd an approximate answer in order to speed up the
search process.17{19 Many of these algorithms employ di�erent forms of random projections of the data onto lower
dimensional spaces where the relative distance between data points is roughly preserved. These techniques are of
relevance to our video signature scheme since �nding the frame in a video which is closest to a random seed image
is a special form of random projections. In this section, we demonstrate how to take advantage of the signature
generation process to reduce the complexity of �nding similar signatures in a large set.

When computing the signature similarity as de�ned in Equation (3), a major step is to determine whether two

signature frames are close to each other, i.e. d(vsi ; wsi) � � where vsi and wsi are the i
th signature frames of video
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sequences V and W corresponding to the ith seed image si, and � is the feature distance threshold. The complexity
of this computation is proportional to the dimension of the feature vector. In particular, for a database made of
N clips, N (N � 1)=2 pairwise distance computations are needed to detect similar videos. If the feature vector is
D dimensional and M seeds are used, the resulting computational complexity is MDN (N � 1)=2 or equivalently
O(MDN2). By triangle inequality, d(vsi ; wsi) � jd(vsi; si)� d(si; wsi)j, and thus if jd(vsi; si)� d(si; wsi)j > �, there
is no need to proceed on computing d(vsi ; wsi). Notice that both d(vsi ; si) and d(si; wsi) are distances between the
signature frames and the corresponding seed and as such, are readily available from the video signature computation
shown in Equation (2). Furthermore their absolute di�erence is a scalar operation which is signi�cantly less complex
than the distance computation between two feature vectors. We refer to this absolute di�erence as the seed distance
and to d(vsi ; wsi) as the feature distance.

In order to determine computational savings o�ered by the triangle inequality as shown above, we generate a
scatter plot of seed distances versus feature distances for a ground-truth set, made of 377 video sequences which has
been subjectively inspected to have 88 similar pairs. The scatter plot for a single seed is shown in Figure 3(a). The
crosses indicate those pairs which are subjectively found to be similar, while the gray dots represent dissimilar pairs.
As seen in Figure 3(a), the upper bound of the feature distance for all similar video pairs is around 6.7. To identify
all the similar video sequences in the ground-truth set, the feature distances of all video pairs smaller than 6.7 are
declared to be similar. As discussed before, the triangle inequality suggests that we might be able to reduce the
number of vector feature distance computations by �rst pruning all signature pairs with seed distances larger than
6.7. However, as seen in Figure 3(a), this results in absolutely no savings in computation, since there are no pairs
of video sequences with seed distance larger than three. Instead, we make the observation that all seed distances
between similar video pairs are smaller than 0.6. This suggests that, only video pairs with seed distances below the
horizontal line of height 0.6 in Figure 3(a), need to be considered for feature distance calculations. As it turns out
for M = 1, the number of video pairs with seed distance of 0.6 or smaller is 48% of the total number of video pairs.
Vector feature distance calculation only needs to be done for this portion, resulting in about a factor of two in speed
up. We refer to 0.6, as the seed distance threshold for the case M = 1 for this ground-truth set, and denote it by �s.
We also refer to this technique as statistical pruning.

Similar phenomenon holds true when the number of seeds is larger than one. The scatter plots of seed distance
versus feature threshold for M = 5 and M = 21 are shown in Figures 3(b) and 3(c) respectively. For M > 1, seed
and feature distances are vectors of dimension M , rather than scalars, and as such, we use the median of these
vectors for the plots in Figures 3(b) and 3(c). As seen, the resulting seed distance threshold becomes smaller as the
dimensionality of seed distance vector increases, resulting in larger amount of prunings, and hence larger savings in
computations. This is because as more seed images are used, the number of similar signature frames for two similar
video sequences increases, thus lowering both the feature distance and the seed distance. For M = 5 in Figure 3(b),
the upper-bound on the seed distance value of similar video pairs, obviates the need for computing feature distance
for 91% of all N (N � 1)=2 video pairs, resulting in a factor of 1=0:09 � 11 speed up. Similarly, for M = 21 in Figure
3(c), pruning rate is 97.8%, resulting in speed up factor of 45.

In interpreting these savings in computation, one must exercise caution since, in practice, the exact optimum
value of �s is unknown for a set in which the ground-truth is unknown. Hence, at best, we can use estimates for
�s based on the results from the existing ground-truth set, and hope that the resulting statistical pruning does not
eliminate any similar video pairs for future feature distance calculations. Thus, in practice, choosing too small of a
value for �s, could result in erroneous pruning of similar pairs, underestimating the amount of similarity in a data-set.

The computational savings resulting from the above statistical pruning is primarily due to the fact that for similar
video pairs, the seed distance is usually much smaller than the feature distance, even though the triangle inequality
merely upper bounds the seed distance by feature distance. This means that for similar video pairs, the upper
bound is hardly ever achieved with equality. This is not surprising since achieving the upper bound with equality
corresponds to wsi , vsi and si becoming co-linear, and for similar video clips, this co-linearity is highly unlikely,
as long as si is chosen randomly and independent of wsi and vsi . Using color histogram as an example, since two
similar signature frames, vsi and wsi , must share roughly the same set of non-empty bins, for si to be co-linear with
them, it must have the same set of non-empty color bins; this is unlikely since the seed image is independent of any
particular video.

Figures 3(a){(c) only show a particular choice of seeds. To show the statistical variation for di�erent selections of
seeds, we have performed experiments over a wide range of number of seeds M , with ten random sets of seed images
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Figure 3. Scatter plots of seed and feature distance for the ground-truth set for (a) M = 1, (b) M = 5, and (c)
M = 21.

for each M . Random seed images are selected from a large database of web video outside the ground-truth set. For
each M , a set of ten seed images are �rst selected by hand to represent a wide variety of video materials. Their
corresponding color histogram feature vectors are also veri�ed to be at least seven distance unit apart from each
othery to avoid bias in estimation. Additional seed images are obtained by searching the video database and selecting
frames that are at least seven units apart from all the selected seeds so far. Figure 4(a) shows the variation of the
seed distance threshold �s as a function of the number of seed images used for the ground-truth set. As expected,
the mean seed distance threshold and its variation decrease as more seeds are used but atten out when the number
of seeds exceeds 17.

As more seed images are used, more pruning is possible since the seed distance threshold also decreases. On the
other hand, the remaining feature comparisons are more complex to compute since there are more signature frames,
and thus the overall computational complexity may not necessarily decrease. Let N denote the number of video
sequences in the database, M be the number of seeds used, D be the dimension of the feature vector, and �(M )
be the fraction of sequences in the database that survive the initial pruning. Notice that �(M ) is a function of the
number of seeds M , since �(M ) decreases as more seeds are used. The total number of operations needed to �nd
all similar video sequences in a database for a given query can be computed as follows: First, NM operations are
needed to compute the seed distance between the given video and all the N video clips in the video database. After
statistical pruning, N�(M ) videos have remained for which feature distance calculations must be computed; this
results in N�(M )DM operations. Thus, the total number of operations is:

NM (1 +D�(M )) = NDM (1=D + �(M )) � NDM�(M ): (4)

The approximation is due to the fact that seed distance is typically much simpler to compute than feature distance.
In our experiments, computing feature distance takes 712 operations, while seed distance takes only one. In contrast
to Equation (4), if feature distance thresholds for all video clips are computed, without the use of statistical pruning,
the number of operations is NDM . Since the number of seeds M only a�ects �(M ) in Equation (4), we can plot the
complexity factor M�(M ) and its variation as a function of M , as shown in Figure 4(b). The complexity factor is
quite noisy showing a strong dependency on the particular choice of seeds. Overall, the complexity factor increases
slowly with the number of seed images. The rate of increase, computed using linear regression on the average
complexity factor with respect to the number of seeds, is 0.015. This is about 1=0:015 = 68 times lower than the case
when no statistical pruning is used since the complexity factor in this case grows linearly with M with slope of one,
rather than �(M ). This demonstrates the e�ectiveness of the statistical pruning in terms of complexity reduction.

yUsing l1-distance, the maximum distance between two quadrant-based histograms is eight units.
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Figure 4. (a) The variation of seed distance threshold for pruning versus the number of seeds; (b) The variation of
the complexity factor versus the number of seeds used. Each error bar shows plus/minus one standard deviation.

4. GROUND-TRUTH SET

4.1. Video preprocessing and Generation of the ground-truth set

To evaluate the performance of video signature algorithm, and to determine the optimum values for various parame-
ters, a ground-truth data-set is established. This is done by �rst manually examining a random sample of 377 video
clips obtained from the web, and then identifying 88 pairs of similar video sequences subjectively. These similar video
sequences include di�erent segments from President Clinton's television testimony, trailers of the movie Titanic and
other arbitrary video sequences. Even though most of these pairs of similar video sequences are identical in content,
they di�er greatly in many low-level details : they are of di�erent durations, sizes and compression qualities; many
of them have black frames in the beginning and at the end while others are slightly modi�ed versions of each otherz.
Such variations among similar video sequences are typical among many of the web video sequences we have observed.

A number of preprocessing steps are performed on the video sequences before their signatures are computed.
First, all black frames are removed because they are commonly used in many video sequences but provide no useful
information regarding similarity. We then reduce the complexity of signature generation process by using only
key-frames from the video. Using a simple quadrant-based 16-bin luminance histogram, shot boundaries of each
video are �rst detected, and only two key-frames delimiting each shot are retained. The key-frame generation uses
a conservative threshold to ensure that eliminated frames are similar to the remaining key-frames when measured
with the more complex color histograms. Notice that most of the identi�ed shot boundaries do not coincide with
subjective assessments since this step is applied only to reduce the number of frames without a�ecting the signatures
generated. On average 75% of the frames are removed using the key-frame generation process.

4.2. Parameter selection and performance evaluation

To calibrate the retrieval performance of video signature on the ground-truth set, we use concepts of recall and
precision ratios, commonly used in evaluating the performance of information retrieval systems. Let � denote the
number of pairs of video sequences which are found to be similar using the video signature on the ground-truth
set. If among these � pairs, � � � pairs are in fact truly similar, then the precision ratio of the video signature
algorithm is de�ned as �=�. The precision ratio can generally be made close to one by making the similarity test
more strict and thus reducing �. To ensure that a reasonable portion of truly similar video sequences are detected by
the algorithm, we measure the recall ratio which is de�ned as �= where  is the total number of truly similar pairs
in the ground-truth set. All design parameters of an algorithm should be set to optimize both recall and precision
ratios simultaneously.

zOne such example includes two similar introduction clips to RealVideo player and RealVideo player plus.
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As shown in Equation (3), three parameters are required to detect similar video sequences : the feature distance
threshold � for noise tolerance between similar frames, the number of seed images M , and the minimum similarity
level � above which two video signatures, VR and WR, are declared to be similar, i.e. T (VR;WR) � � .

The number of seeds M is chosen in such a way as to balance the retrieval performance and the computational
complexity for the ground-truth set. To determine a reasonable number of seeds to be used, we �rst �x the recall
ratio at 80% and compute the precision ratios for a range of numbers of seeds. Ten independent sets of seeds are
used for each operating point. The mean precision ratios and the standard deviations are computed. As shown in
Figure 5(a), the precision ratio improves sharply when more seeds are used but levels o� at around 85% when the
number of seeds exceeds 15. After examining those video pairs which are misclassi�ed, we conclude that most of the
problems are due to the limitations of using color histogram as the feature. For example, a number of the similar
video sequences in the ground-truth set are under di�erent illuminations which is known to degrade color histogram
retrieval performance.20

Based on the results in Figures 4 and 5(a), we choose the number of seeds, M , to be 21 for our future experiments
on large data-sets from the web; this value of M provides a reasonable compromise between precision/recall perfor-
mance and computational complexity on the ground-truth set and as such, we are assuming that this compromise is
also reasonable for the larger data set.

To choose the optimum value of the feature distance threshold, �, to be used in detecting video multiplicity on
the large data-set from the web, we �x the recall ratio at 80%, and run ten independent experiments, each using a
di�erent set of 21 random seed images on the ground-truth set. In each experiment, we compute the feature distance
vector for all similar pairs in the ground-truth set, determine the median for each vector, and then obtain the average
over the medians. This average is then further averaged over ten independent experiments corresponding to ten sets
of 21 random seed images, in order to result in feature distance threshold, �, of 3.9354.

The choice of � is closely related to that of �, since � can be set arbitrarily close to one if � is large enough. The
median operation on the feature distance vector for specifying � suggests the choice of 50% for � . This is because,
from Equation (3), if � is chosen to be the median of the feature distance vector for two similar video signatures, VR
and WR, then T (VR;WR) is guaranteed to be at least 50%.

To choose the seed distance threshold, �s, for our experiments on the large data-set, we again run ten independent
experiments each using a di�erent set of 21 random seed images. For each experiment, we compute the seed distance
vector for all similar video paris in the ground-truth set, compute the median of each vector and determine the
threshold above which no similar video pairs exist. We then compute the average and standard deviation of the
thresholds over these ten experiments and choose �s to be mean plus one standard deviation; the extra standard
deviation is used to prevent excessive pruning.

We conclude this section, by showing the performance of our proposed approach over the ground-truth set. We
do this, by choosing a particular set of 21 seed images, and computing the precision/recall plot for the ground truth
set, as shown in Figure 5(b). In this plot, � changes as we move from one extreme to another in recall ratio. Precision
and recall values for � = 3:9354 are 84% and 85% respectively.

5. EXPERIMENTAL RESULTS

In order to obtain a reliable estimate of web video multiplicity, it is important to base our results on a representative
collection of video sequences on the web. For our experiments, we use a database of about 45,000 video clips from
the web with a total duration of around 1800 hours. We briey describe this database in Section 5.1. The details of
the multiplicity measurements and analysis over this database are discussed in Section 5.2.

5.1. Web video collection

A common approach to collect data from the web is to use a web crawler. A web crawler is a program that
automatically traverses the web's hyperlink structure and retrieves desired information. As video sequences are
sparsely distributed over the web, a web crawler requires a substantial amount of time and resources to collect a
representative data-set. Our approach to building a video collection is to send a large set of queries to commercial
multimedia search engines to obtain Uniform Resource Locator (URL) addresses of web video sequences. Similar
methods have been used in estimating the size of the web.21 In order not to be biased towards particular types of
content, our query word set consists of about 300,000 words obtained from a general search engine,22 an internet
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Figure 5. (a) Precision ratios versus number of seeds for �xed recall ratio at 80%. Each error bar shows plus/minus
one standard deviation. (b) Precision ratios versus recall ratios for the set of 21 seeds used in the experiment.

video-on-demand site23 and a speech recognizer's vocabulary.24 All the query requests are carefully controlled so as
not to overburden the search engine. Over the entire month of June 1999, about 62,000 URL addresses pointing to
video content were obtained. This constitutes roughly 15% of all the non-broadcast video clips on the web, according
to the �gure estimated by Cambridge Research Laboratory in November 1998.11

The second step is to follow the resulting URLs and download the actual video sequences. Among all the video
URLs, the most popular formats are RealVideo, Quicktime, MPEG-1, and AVI. Except for MPEG-1 which is an
open standard,25 the remaining formats are proprietary. This has a signi�cant impact on the download time since
no fast bitstream level processing can be applied, and the video sequences can only be captured after full decoding.
In other words, the capture time is limited by the decoding speed or even real-time display in certain formats.
RealVideo streaming format26 presents an additional level of challenge since its display quality depends on the
network conditions during the download. Depending on the settings of the content server, heavy packet losses on
the network may cause delay, frame drops or corrupted frames. We have developed a capturing software that takes
the delay due to packet losses into account but fails to detect frame drops or corrupted frames. As a result, the
captured quality may vary signi�cantly even for the same video downloaded at two di�erent instances. In order to
reduce storage requirements, all the video sequences are resampled at three frames per second. For each sequence,
almost identical neighboring frames with peak signal to noise ratio (PSNR) larger than 50 dB are removed, and the
remaining frames are compressed using motion-JPEG.

After eliminating synonymousx and expired URL entries, we capture 44,674 video clips with total duration of
around 1800 hours. The total disk space required for the motion-JPEG video sequences exceeds 100 Gigabytes.
The total capture time is around 30 days using four Intel Pentinum-based personal computers. In other words, on
average, it takes 1.6 hours to capture 1 hour of video. The bottleneck in capturing is primarily due to the bu�ering
delay in recording streaming RealVideo. The statistics of the four most abundant types of collected video sequences
are shown in Table 1. Except for video sequences in RealVideo type, most of the other sequences are short and less
than one minute long.

5.2. Video Multiplicity Measurements

In this section, we estimate the multiplicity of web video which can be de�ned as the average number of similar
copies for any arbitrary video on the web. As described in Section 4.2, an arbitrary set of 21 seed images are used
to generate signatures for our entire collection of web video sequences. All signatures are then compared to each
other using the statistical pruning technique described in Section 3 with seed distance threshold set to 0.2151. Based
on the results on the ground-truth set, those pairs of video signatures with similarity values, T , larger than 50%

xSynonymous URLs are detected using the following heuristics27 : (i) removing the port 80 designation (the default), (ii)
removing the �rst segment of the domain name for URLs with a directory depth greater than one (to account for machine
aliases), and (iii) unescaping any \escaped" characters.
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Video Type % over all clips Duration (mean � std-dev in minutes)

MPEG 31 0.26 � 0.7
QuickTime 30 0.51 � 0.6
RealVideo 22 9.57 � 18.5

AVI 16 0.16 � 0.3

Table 1. Statistics of collected web video sequences

using feature distance threshold of 3.9354 are recorded as similar video sequences. Preliminary examination of part
of the data-set indicates that our parameters work well for color video sequences but are too lenient for most of the
black-and-white video clips. This is understandable because less than 10% of the total number of bins in our feature
vector are allocated to gray values. To remedy this situation, we reduce the feature distance threshold � to one when
comparing two black-and-white video sequences. We classify a video as black-and-white when more than 70% of the
pixels are gray.

All the video preprocessing and signature generation routines are written in C and take less than a day for the
entire database on three Pentinum-based personal computers. The routines for cross comparisons among all the
signatures are written in Perl and are run on three Pentinum-based personal computers and four Sun Microsystems
UltraSparc workstations. The cross comparisons take around �ve days to complete. The primary bottleneck is the
transfer speed between the data server and the computers.

We measure the degree of similarity of each video U , de�ned as the total number of video sequences similar to
U . Figure 6 shows the pie chart of the degrees of similarity of all the video sequences in the data-set. The average
degree of similarity can be interpreted as the average number of similar video sequences for any arbitrary video
found on the web. This is di�erent from �nding the average number of copies of distinct video sequences: it is
ambiguous to identify \distinct" video because similarity is not transitive, i.e. if U and V are similar and V and W
are similar, U andW are not necessarily similar. If U andW indeed fail to pass the similarity test, no conclusion can
be drawn on the number of distinct video sequences. Around 90% of all the video sequences have degree less than
seven. The average degree of similarity is 5.3. Of particular interest are those video sequences with exceedingly large
degrees. By examining all the video sequences with larger degrees than 200 (about 0.45% or 203 video sequences)
and sampling their corresponding similar video sequences, 171 of them are found to be surveillance video sequences
on identical physical locations, all located on the same website{. The rest of them, however, are misclassi�cations.
A number of them are astronomical pictures while others are graphs of scienti�c experiments or simple computer
graphics illustrations. They all share a similar color appearance { a black background with sporadic color lines and
dots. Since these video sequences represent signi�cant departures from the natural video sequences we use in our
training set, it is not surprising that our color histogram feature fails in these cases. More spatially oriented features
should be used in such types of video sequences.

6. CONCLUSIONS AND FUTURE WORK

In this paper, we propose a computationally e�cient algorithm called the video signature to detect similar video
sequences using a �xed-size signature for each video. Starting with a set of randomly chosen seed images, the frames
closest to a set of seed images are used as the signature. Video similarity is measured by computing the similarity
between individual signature frames. Using a small ground-truth set, we achieve about 85% recall and precision
ratios with 21 seeds using color histograms as the feature vector. To reduce the complexity in cross comparing
all the video signatures in a database, a statistical pruning step is used which is based on computing the absolute
di�erences between the distances of the signature frames to the corresponding seeds. Using the video signature
algorithm, we estimate that on average, any arbitrary video in our collection of 45,000 web video clips has roughly
�ve similar copies. We are currently experimenting with other features in order to improve retrieval performance and
simultaneously reduce the feature dimension. In addition, we are planning to focus on theoretical characterization
of the uncertainties involved in the signature generation and the statistical pruning.

{Sky of Kochi'96 by Kochi National College of Technology, http://star.ee.kochi-ct.ac.jp/sky/mpeg-cal-e.html
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