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Abstract—Sensitivity-based methodology is applied to optimiza-
tion of performance, power and area across several levels of design
abstraction for a complex wireless baseband signal processing al-
gorithm. The design framework is based on a unified, block-based
graphical description of the algorithm to avoid design re-entry
in various phases of chip development. The use of architectural
techniques for minimization of power and area for complex signal
processing algorithms is demonstrated using this framework. As
a proof of concept, an ASIC realization of the MIMO baseband
signal processing for a multi-antenna WLAN is described. The
chip implements a 4 4 adaptive singular value decomposition
(SVD) algorithm with combined power and area minimization
achieving a power efficiency of 2.1 GOPS/mW (12-bit add equiv-
alent) in just 3.5 mm2 in a standard 90 nm CMOS process. The
computational throughput of 70 GOPS is implemented with
0.5 M cells at a 100 MHz clock and 385 mV supply, dissipating
34 mW of power. With optimal channel conditions the algorithm
implemented can deliver up to 250 Mb/s over 16 sub-carriers.

Index Terms—Circuit optimization, CMOS digital integrated
circuits, design methodology, field-programmable gate arrays,
matrix decomposition, MIMO systems, multidimensional signal
processing, parallel architectures, pipelines, sensitivity.

I. INTRODUCTION

THE SCALING OF CMOS has been enabling integration
of higher complexity systems in each technology genera-

tion. Feature scaling by a factor of 0.7 doubles the density of
digital logic. This benefit can be exploited in two ways: either
to decrease the chip size (thus its cost) or to increase the amount
of functionality while maintaining the same chip size. In wire-
less and wireline communications applications the scaling of
technology has traditionally been used for implementing more
sophisticated signal processing in order to achieve higher data
rates and better spectrum utilization.

Scaling of technology has imposed very tight power budgets
for communications chips. Increased device leakages and de-
creased rate of supply voltage scaling, along with the demand
for higher data rates and more functionality, have been steadily
increasing the chip power consumption. Nowadays, power
consumption of both fixed and mobile communication devices
is limited either by the heat dissipation and packaging, or by the
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battery life. The requirements for high data rate and increased
algorithmic complexity in next-generation wireless devices
present a difficulty for meeting the power budgets. Therefore,
in designing next-generation wireless systems, algorithm de-
signers, system architects and circuit designers face a challenge
of how to optimally utilize the benefits of technology scaling in
a short development cycle.

The problem that needs to be solved is complex: which al-
gorithm optimally uses the underlying technology to achieve
the desired data rate, while staying within the power and die
size limits? To answer this, every candidate algorithm has to
be mapped into an architecture that is optimal for a particular
technology. The architecture choice strongly depends on the re-
quired throughput, but also on the underlying technology op-
tions, usually defined by the choice of supply and threshold volt-
ages. Technologies with high off-state leakage “prefer” deeper
pipelined architectures, while the technologies with less leakage
prefer memory-oriented and highly parallel architectures. To
meet the deployment targets, design teams will often settle to a
first architecture that meets the goals. Even when experimenting
with implementing multiple algorithms there is no proof of a
clear advantage of one to another; the final choice is ultimately
dependent on a designer that achieves a smaller or lower power
implementation with shorter design time.

At the lower level, problem of mapping architecture into
silicon can be formulated in many ways. Commonly, there is
a required performance level, with acceptable power and area
budget. Since the performance of a communication system is
often dictated by the standard, small power or area are com-
monly distinguishing features of a particular implementation.
The overall design process, therefore, can be viewed as a
constrained optimization problem, where the power and/or area
are minimized under performance constraints.

This paper presents the methodology to formulate the system
design problem as a performance-constrained and area-con-
strained power minimization. The problem will be solved
using sensitivity-based optimization at multiple levels of de-
sign abstraction. Design at higher abstraction layers provides
more room for power or area minimization then design at the
circuit-level. However, architectural optimization techniques
have been largely heuristic, and there is no established sys-
tematic way for trading off throughput, power and area. In our
approach, optimal energy-delay tradeoffs from the circuit-level
are used to characterize multiple architectural realizations and
thus guide architectural mapping for an algorithm.

Section II introduces multi-antenna signal processing for
decoupling of multi-path wireless channels, to demonstrate
the level of complexity that can be supported with our design
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methodology. The methodology for algorithm-to-architecture
mapping is described in Section III, including sensitivity based
optimization framework, Simulink design description, and
ASIC design flow. The proposed approach enables power and
area optimizations across the boundary of algorithm, archi-
tecture, and circuits, as presented in Section IV. Architectural
exploration of adaptive SVD algorithm is demonstrated in
Section V. The power/area reduction concepts are experimen-
tally validated as described in Section VII for an architecture
optimized for 0.4 V operation. Section VII concludes the paper.

II. MULTI-ANTENNA SIGNAL PROCESSING

The explosive growth of wireless communications, spurred
by the availability of unlicensed spectrum bands, has fueled the
deployment of complex signal processing and coding schemes
for achieving higher data rates and more robust transmission.
One direction in algorithms and systems research is in the use
of MIMO systems to exploit degrees of freedom in the wireless
channel and effectively increase its capacity. MIMO technology
has been already adopted for use in next-generation WLANs.
For example, to satisfy a growing need for higher capacity and
extended range, OFDM-based WLAN devices [1] are moving to
using MIMO algorithms as being defined in the IEEE 802.11n
standard [2].

The computational requirements of baseband signal pro-
cessing for MIMO algorithms are significantly higher than
those of currently deployed systems. Ideally, a complete MIMO
channel decomposition would be performed independently in
each of the narrowband sub-carriers, which would produce
a computational increase that outstrips the improvements
provided by scaling of technology alone. To illustrate the com-
plexity, we select a multi-antenna algorithm that can deliver up
to 250 Mb/s in 16 frequency sub-channels.

A. Multi-Path MIMO Channel

Multi-antenna technology can be used to improve robustness
or increase capacity of a wireless link [3]. Multiple antennas
have traditionally been used as a method to overcome channel
fading through increased diversity [4]. Link robustness is im-
proved by multi-path averaging as shown in Fig. 1. By sending
the same information over different paths and averaging over
multiple independently-faded replicas at the receiver, more reli-
able communication is achieved. The number of averaging paths
can be artificially increased by sending the same signal over
multiple antennas. For example, if the transmitted signal is repli-
cated over different paths, which correspond to transmit an-
tennas, the average error probability decays as SNR as op-
posed to SNR for the single-antenna case. Under these con-
ditions, when the error probability decays as SNR , the di-
versity gain is equal to [3]. Furthermore, having both mul-
tiple transmit and multiple receive antennas improves the link
reliability by essentially averaging over multiple independently-
faded paths. For a system with transmit and receive an-
tennas, the maximum achievable diversity gain is .

Another potential of MIMO systems is increased capacity.
The goal is to spatially localize transmission beams, so that inde-
pendent data streams can be transmitted over multiple antennas

Fig. 1. Multi-path MIMO wireless channel increases robustness through
multi-path averaging or increases capacity through spatial multiplexing. MIMO
channel is a complex matrix formed of transfer functions between individual
antenna pairs.

for increased capacity. This method, known as spatial multi-
plexing, takes advantage of fading by constructively combining
paths that fade independently, which increases the degrees of
freedom available for communication. The spatial-multiplexing
gain can be quantified with the channel capacity increase. Fos-
chini [4] showed that for an system, under certain channel
conditions, the capacity of the channel increases linearly with
the number of spatial channels. The number of available spa-
tial channels is the minimum between the number of transmit
antennas and the number of receive antennas . In a MIMO
system, channel is a complex matrix formed of transfer func-
tions between individual antenna pairs. Vectors and in Fig. 1
represent transmit and receive symbols, respectively. The goal
is thus to estimate gains of the spatial sub-channels from and

information.
MIMO channel decoding can be performed in several dif-

ferent ways. The pioneering work in MIMO decoding [4], [5]
by Foschini resulted in formulation of Bell Labs Layered Space
Time (BLAST) algorithms. In BLAST, codewords are arranged
in a space-time grid. The data is encoded over multiple transmit
antennas and distributed in time. Depending on how the data is
organized in the space-time grid, there are diagonal [4] and ver-
tical [5] architectures. Another approach to channel decoding
is QR decomposition, which for a channel matrix is a fac-
torization , where is a unitary matrix and is
an upper triangular matrix. This method is traditionally used
to compute sub-spaces in various beam-forming algorithms [6].
Full channel decoupling can be done using more computation-
ally demanding methods such as singular value decomposition
(SVD).

B. Singular Value Decomposition

Singular value decomposition is an optimal way to extract
spatial multiplexing gains in MIMO channels [7]. Concept
of the SVD-based channel decoupling is illustrated in Fig. 2.
Channel matrix can be represented as a product of , ,
and , where and are unitary, and is a diagonal matrix.
SVD can be also viewed as a composition of three operations:
a rotation , a scaling operation , and another rotation

. When the channel matrix is partially known to the
transmitter, the optimal strategy is to transmit independent
streams in the directions of the eigenvectors of [3].
Projection of modulated symbols onto matrix essentially
directs the transmit symbols along eigen-modes of the fading
channel. If the received signal is post-processed by rotating
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Fig. 2. Concept of singular value decomposition applied to MIMO channel
matrix H. The goal is to estimate gains of spatial MIMO channels, which are
given by the ��� matrix.

Fig. 3. Adaptive blind-tracking SVD algorithm. Estimation of spatial channel
gains is done at the receiver in the U� block.

along matrix, the channel between and appears
fully orthogonal. Then, independent data streams can be sent
through the spatial sub-channels with gains corresponding
to the entries in the matrix. At the receiver, data streams
arrive orthogonally without interference between the streams.
The SVD matrices have to be adaptively estimated to track
time-varying channel conditions.

Finding SVD of a channel matrix is a multidimensional signal
processing task dealing with vector and matrix arithmetic. This
sort of computation involves hundreds of add and multiply op-
erations, and may also need divide and square root. The overall
complexity is well beyond the complexity of standard communi-
cation blocks such as an FFT or a Viterbi decoder, so the choice
of architecture that minimizes power and area of the SVD be-
comes an interesting question.

C. Adaptive Blind-Tracking SVD Algorithm

Fig. 3 is a block diagram of an adaptive blind-tracking SVD
algorithm proposed by Poon [8]. The core of the algorithm is in
the and V blocks, which estimate corresponding matrices.
Hat symbol is used to indicate estimates. Channel decou-
pling is done at the receiver. As long as there is a sizable number
of received symbols within a fraction of the coherence time,
the receiver can estimate and from the received data alone.
Tracking of the matrix is based on decision-directed estimates
of the transmitted symbols . matrix is periodically sent to the
transmitter through the feedback channel.

MIMO decoder specifications for the chip we implemented
are derived from the following system: 4 4 antenna system
with variable-constellation PSK modulation, 16 MHz of
channel bandwidth utilized by 16 sub-carriers (corresponding
to the narrowband frequency sub-channels). The chip presented
in this paper integrates the algorithm and rotation along

matrix, which is over 80% of complexity of the entire SVD.
Back-channel information about the matrix is used at the

Fig. 4. LMS-based estimation of gains in spatial channels. The arithmetic com-
plexity is about 300 adders, 400 multipliers, and 8 square roots and dividers.
This level of complexity is hard to optimize in RTL.

transmitter, so integration of the tracking algorithm would
be required in the complete system realization.

The block performs sequential estimation of the eigen-
pairs, eigenvectors and eigenvalues, using the adaptive MMSE-
based algorithm from [8]. Traditionally, this kind of tracking is
done by evaluating the eigen-pairs of the autocorrelation ma-
trix. The algorithm shown in Fig. 4 reduces matrix arithmetic
to vector-based arithmetic with additional square root and divi-
sion, which greatly reduces computational complexity. Estima-
tion of eigen-pairs starts by finding the dominant eigenvalue ,
using the full rank information . The LMS recursive al-
gorithm in Fig. 4 estimates , which is the product of the eigen-
vector and the eigenvalue . Each symbol period, complex
vector is updated with the LMS correction factor. Based on

, the algorithm computes and . Then, the projection of
on the direction of the tracked dominant eigenvector is removed,
and the algorithm is applied on the residue to track the second
dominant eigen-mode. The cancellation and tracking process
proceeds until all eigen-pairs are estimated. Step-size is adap-
tively adjusted based on the estimated eigenvalues. The square
root and division are implemented using Newton–Rhapson iter-
ative formulas, which have quadratic convergence [9]. In imple-
mentation terms, this means that each iteration resolves two bits
of accuracy [10]. Under slowly varying input, which is the case
with MIMO channel data, the result can be taken as the initial
condition for the next iteration to obtain the answer in a single
iteration.

Computational complexity of the algorithm can be inferred
from formulas in Fig. 4 by decomposing complex-valued vector
operands into equivalent real-valued scalar operands. Overall,
the algorithm requires about 300 adders, 400 multipliers, and
8 square roots and dividers. Additionally, the operations are dis-
tributed around nested feedback loops due to recursive nature of
the algorithm.

III. DESIGN METHODOLOGY

The design methodology is based on balancing sensitivities
at multiple levels of design description. Basic building blocks,
such as adders and multipliers are characterized at circuit-level
for power and delay, over varying wordlenghts and switching
activities. The algorithm is mapped to architecture in a top-down
process, with physical-level data mapped back into a high-level
design description. An energy and area optimal mapping of an
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Fig. 5. Sensitivity-based optimization. Energy-delay sensitivity is the slope of
tuning each variable in the energy-delay space. The highest energy efficiency is
achieved by equalizing sensitivity to all variables.

algorithm into architecture and a circuit with a required perfor-
mance is achieved when all energy-performance and area-per-
formance sensitivities for various blocks in the same level of
hierarchy as well as across different levels of hierarchy are bal-
anced.

The high-level design description is created in Simulink. The
same description is used for functional simulation, rapid system
evaluation on an FPGA array, and ASIC synthesis. This unified
design description also allows for a seamless FPGA-assisted
verification of the fabricated ASIC. The design infrastructure
enables large design space exploration including algorithms, ar-
chitectures, and circuits, thus enabling for optimization across
various abstraction layers.

A. Sensitivity-Based Optimization Framework

The goal of mapping of an algorithm into architecture is
to achieve minimum energy under performance and area con-
straints. The plot in Fig. 5 illustrates energy-delay sensitivity,
which is simply the slope of a curve in the energy-delay space
that corresponds to tuning of a circuit-level design variable.
The variables at the circuit-level can be gate sizes, transistor
thresholds and supply voltages, while they can correspond to
logic depth at a higher level. The most energy-efficient design
is achieved when the sensitivities to all variables are equal, or
when the variables reach their limits [11]. Similarly, the most
area-efficient design is achieved when the area-performance
sensitivities are balanced. Area optimization for dedicated DSP
algorithms differs from the optimization for microprocessors
[12], [13].

The results from [11] were obtained on simple datapath
blocks, using continuous tuning of transistor sizes, supply and
threshold voltage. It has been demonstrated that 65% of energy
can be saved without delay penalty or, equivalently, the delay
can be improved by 25% without energy increase, compared
to the design sized for minimum delay at nominal and

. In this work, we demonstrate large energy savings on a
complex design using the same principles of optimization with
small changes in a conventional ASIC design methodology.

The key observations from prior work [11] are used as guide-
lines for the ASIC design: 1) gate sizing is the most effective in
reducing the energy near (up to 20%) the minimum delay point;
2) voltage scaling is the most effective for large incremental de-
lays; and 3) threshold adjustment is the least effective due to
broad energy minimum as a function of leakage-to-switching
ratio. In order to apply the sensitivity-based optimization on a

hierarchical, complex design, these principles are applied to a
timing-driven logic synthesis with discrete gate sizes.

B. Block Characterization

Circuit-level characterization augments basic design library
blocks with technology-dependent information for power,
speed, and area, thus providing complete information for
block-based architecture design. Basic primitives include
simple operators such as add, multiply, shift, mux, register and
so on, so a full characterization over a range of latency and
word-size parameters is possible. The logic depth is chosen
such that the registers are inserted between these logic primi-
tives when composing a larger function.

Plot in Fig. 6(a) shows typical curves for add and multiply
blocks, for a fixed number of bits, where all points on the curves
are characterized for power and area. For a range of interest, the
slope of the E–D curves as a function of logic depth for adders
and multipliers are similar, and can be matched to the sensitivity
to lower-level parameters (supply and sizing). The difference in
gate complexity of these blocks translates into different laten-
cies of their implementations, for the equal cycle time.

Concept of balancing sensitivity to supply and gate
size is graphically illustrated in Fig. 6(b). Design sized for
minimum delay at nominal supply has very large sensitivity to
gate sizing. The sensitivity to and is balanced by down-
sizing the logic, which results in some delay increase. As
scales down to reach the target delay, has to adjust to track
reduced sensitivity to . Combining results of energy-delay
and latency versus cycle time characterization provides insight
into optimal supply voltage, gate size, and logic depth .
Pipeline balancing at the block level thus enables hierarchical
expansion for full algorithm realization.

C. Simulink Design Environment

Design re-entry in various phases of system development is
a standard practice today. A design is entered in various forms
by different designers or different teams, resulting in heteroge-
neous design descriptions. Algorithm developers tend to work
in C or Matlab environment, which has an array of built-in func-
tions convenient for quick algorithm modeling and verification.
SystemC [14] is another behavioral entry, closer to traditional
hardware descriptions like Verilog or VHDL, but requires more
sophisticated programming skills. The architectural description
is then created separately by hardware designers who have to
completely re-enter the design in a hardware description lan-
guage (HDL). This dramatically limits the possibility of ex-
ploring various architectures for a given algorithm or modifying
the algorithm to better map onto the underlying technology.

We use unified graphical Simulink design environment
[15], which is widely adopted by algorithm developers. An
algorithm is entered only once is a graphical block form, that
easily maps onto a corresponding dataflow architecture. This
approach enables algorithm verification or hardware emulation,
and also provides abstract view of design architecture, thereby
avoiding costly design re-entry. The methodology relies on
timed-dataflow block-level representation of an algorithm.
Fixed-point block set includes basic operators such as add,
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Fig. 6. Block characterization methodology. (a) Block library is augmented with information for speed, power, and area, in addition to existing wordlength and
latency parameters. (b) Latency versus cycle time for a block is characterized over a range of supply voltages. Optimal logic depth (L ), supply (V ) and gate
size (W ) for a block is determined.

multiply, shift, mux, and so on with notion of hardware pa-
rameters such as finite wordlength and latency. This is the
level of abstraction we work with to efficiently optimize the
architecture.

D. FPGA-Assisted ASIC Design Flow

Design cycle includes algorithm modeling, design optimiza-
tions, and final ASIC verification, all carried out using Simulink
environment. Once the bit-true, cycle-accurate behavior is es-
tablished, the Simulink description of the block interconnects is
used to generate the hardware description for mapping the de-
sign onto a FPGA array. The same description is also used as an
entry into the ASIC tool flow.

The ASIC flow shown in Fig. 7 takes block-level connectivity
from Simulink and generates HDL for chip synthesis using an
in-house tool [16]. The tool builds scripts to synthesize basic
primitives and allows constraints to be passed to synthesis to
improve compilation results. The tool also does first synthesis
to map the complete design to the gate level, and HDL simula-
tion to verify functional equivalence between the two hardware
descriptions, using test vectors from Simulink. The synthesized
netlist is then optimized using a set of custom scripts for reg-
ister retiming and logic optimization, before going to the final
stage of physical layout synthesis. With technology-dependent
characterization of basic blocks for speed, power, and area, the
architecture can be also optimized in Simulink, without the need
for excessive iterations through the design flow.

IV. ALGORITHM–ARCHITECTURE–CIRCUIT CO-DESIGN

Design environment presented in Section III is used to eval-
uate various architectural techniques in the energy-area-perfor-
mance space. Prior work evaluated the impact of circuit-level
decisions such as gate sizing and circuit topology on various FIR
filter architectures [17], based on gate size characterization in a
standard VLSI synthesis environment. The unified methodology
presented in this paper encompasses more degrees of freedom
in the design and is scalable to complex designs.

Fig. 7. ASIC design flow. In-house tool generates HDL for chip synthesis
based on the FPGA Simulink design entry. The ASIC flow maintains func-
tional equivalency with the FPGA flow to allow FPGA-based ASIC test. The
architecture is optimized in Simulink based on architectural feedback (speed,
power, area) from synthesis.

A. Wordlength Optimization

The first step in the design optimization is wordlength re-
duction, which is done using FFC, a custom floating-to-fixed
point conversion tool [18]. The objective is to minimize hard-
ware utilization subject to user specified mean-square quantiza-
tion error.

The use of FFC is illustrated in Fig. 8. An FFC spec-marker
defines the mean-square error (MSE) specification for desired
nodes in the system, typically output, while the hardware
cost estimation block calculates FPGA hardware utilization
in terms of FPGA slices, flip-flops, and look-up tables. After
the MSE constraints have been formulated, the FFC tool runs
a number of simulations to calculate wordlength sensitivities
and applies perturbation theory [19] to find the optimal result.
Integer bits are determined based on input data dependent
range detection. The optimization is performed hierarchically,
to relax the memory requirements and reduce the simulation
time. The tool can also append some guard bits in order to
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Fig. 8. Simulink model of a MIMO transceiver used to evaluate the SVD algorithm. Optimal top-level wordlengths are indicated, the numbers are (total, fractional)
bits.

avoid long simulation times. A detailed description of the tool
with examples and a user tutorial can be found in [20].

B. Architectural Transformations

Architectural transformations, such as pipelining, paral-
lelism, time-multiplexing and folding are applied successively
to a bit-true, cycle-accurate Simulink model to minimize power
and area under throughput/latency constraints. Impact of indi-
vidual transformations on the overall chip characteristics highly
depends on the circuit-level performance.

1) Parallelism and Pipelining: The concepts of parallelism
and pipelining (Fig. 9) are well-known in architecture design
[21], [22]. Parallelism distributes computation over several
parallel branches, while pipelining inserts pipeline registers
between logic blocks. When combined with adjustment in
supply voltage, both techniques reduce the energy by relaxing
the delay of the datapath logic (blocks and in Fig. 9). The
area-energy-delay plane in Fig. 9 shows energy-delay tradeoff
in the logic blocks, and the area of corresponding architec-
ture. Starting from the reference architecture, parallelism and
pipelining relax the delay constraint to reduce energy at the
expense of increased area (shaded blocks). Alternatively, with
constant clock frequencies, parallelism and pipelining trade off
the increase in area for higher throughputs.

2) Time-Multiplexing: Time-multiplexing is another com-
monly used architectural technique. The concept is illustrated
in Fig. 10 on an example of a datapath, where block is some
logic function that evaluates multiple incoming streams of data.
Time-multiplexing reduces the area through resource sharing,
but needs a higher clock rate and thus higher supply voltage
to maintain the throughput, as shown in the area-energy-delay
plane in Fig. 10. Alternatively, time-multiplexing can lower the
throughput by maintaining the clock rate.

3) Data-Stream Interleaving: Data-stream interleaving is a
major technique for area reduction in multidimensional signal
processing. Recursive operation is the underlying principle in
the LMS-based tracking of eigen-modes, so simple case is ex-
amined in Fig. 11 to illustrate the concept. Top diagram illus-
trates block-level representation of the recursive operation on

Fig. 9. Parallelism and pipelining increase delay of the underlying logic blocks
and reduce energy through voltage scaling. Area of the resulting implementation
increases.

Fig. 10. Time multiplexing reduces delay of the underlying logic blocks and
increases energy through increase in supply voltage. Area of the resulting im-
plementation decreases.

the right. The output sample is a sum of a current input
and a delayed and scaled version of a previous output. Clock
frequency corresponds to the sample time. Simple model
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Fig. 11. Data-stream interleaving. Independent streams of data are up-sampled
and time-interleaved to maximize resource sharing for reduced area.

Fig. 12. Folding allows resource sharing in serially ordered signal processing.
Alg block performs a recursive operation and needs deeper pipelining to support
folding. The example illustrates folding of the U� algorithm from Fig. 4.

shown in the top diagram assumes zero latency of the add and
multiply blocks. The model is refined by adding appropriate la-
tency at the output of the add and multiply blocks, re-
spectively, as shown in the bottom diagram. This creates an
opportunity to interleave multiple streams of data and reduce
area compared to the case of direct-mapped parallel realization.
Data-stream interleaving is directly applicable to multiple car-
riers corresponding to narrowband sub-channels.

If the number of sub-carriers exceeds the latency required
by arithmetic blocks, balancing registers are inserted. Integers

, , and represent latency of the adder, multiplier, and
the number of balancing pipeline registers, respectively. To
maintain the overall throughput, incoming streams of data
are up-sampled by and time-interleaved. Data-stream inter-
leaving is applicable to parallel execution of independent data
streams.

4) Folding: For time-serial ordering of data streams, folding
as shown in Fig. 12 is used [23]. The Alg block performs
some recursive operation such as that illustrated in Fig. 11.
The multiplexer can take the output of the Alg block or select
incoming data stream . After processing , the output of
Alg is folded over in time, back to its input, to compute ,

, and as shown in the life-chart. As an example, Fig. 12
illustrates folding of four serially ordered Alg blocks, each
processing 16 sub-carriers. Each of the carriers is a vector of
real and imaginary data, sorted in time and space to occupy 16
consecutive clock cycles and free up the slots needed to store
the data from sub-sequent Alg blocks.

Fig. 13. Energy-delay characterization of datapath logic is a compact charac-
terization for comparing multiple architectural realizations. Area of the resulting
implementation is also considered.

Both interleaving and folding introduce pipeline registers
to store the internal state. To maintain the overall throughput,
pipelining is combined with up-sampling. This transformation
maps back to approximately the same point in the energy-delay
space, as indicated in Fig. 13. Due to shared pipeline logic,
area of the resulting implementation is reduced roughly by the
degree of interleaving or folding (less the area of the additional
pipeline registers).

Energy-delay characterization of datapath logic provides
simple framework to evaluate multiple architectural real-
izations, as summarized in Fig. 13. This plot is the basis
for architectural selection under fixed throughput constraint.
Simple procedure follows: the goal is to move towards desired
point on the optimal energy-delay curve, while minimizing the
area. “Reference” point in the energy-delay space, for example,
is a good tradeoff point since outside of this region the design
becomes too costly in terms of delay or energy.

5) Loop Retiming: Adding pipeline registers needed for
interleaving and folding raises the question of their optimal
distribution around the loops. Loop retiming is a technique
of distributing pipeline registers around recursive loops [24].
Retiming on a mapped gate-level design involves moving the
registers across combinational logic gates in order to minimize
the critical path. To initiate retiming procedure, the first step
is to assign latency to functional blocks such that all internal
combinational logic blocks have the same position in the
energy-delay space after retiming. This guarantees top-level
optimality.

The approach to latency assignment is illustrated in Fig. 14
on the example of iterative division described by (1):

(1)

This is a simple example with two nested loops, but the concepts
are general. The analysis starts from a data-flow graph (DFG)
representation of a function shown in Fig. 14, where , , and

are the latencies of pre-characterized adder, multiplier, and
multiplexer blocks, respectively. This extends the retiming al-
gorithm from [25] that assumes equal latency in add and mul-
tiply blocks, as applied to FIR filters. Starting from the DFG
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Fig. 14. Loop retiming involves latency assignment to processing blocks. Ex-
ample of data-flow graph model of iterative division based on Newton–Rhapson
method. (m, a, u indicate latency).

representation, the latency assignment is carried out as follows.
For each loop, constraints are formulated as described in (2):

I/O (2)

where and are the number of balancing registers needed
to satisfy the loop latency . The first two equations are loop
constraints for the divider block; the third equation is parame-
terized I/O latency of the divider. The I/O latency is needed for
hierarchical expansion. After formulating loop constraints, the
next step is to solve for the latency parameters . Loop
constraints and appear under-constrained since there are
more variables than equations. This is resolved by the fact that
the cycle time is common for all blocks. The cycle time deter-
mines latency parameters in various functional blocks,
based on block characterization in the latency versus cycle time
space [26]. Finally, the balancing latency and is determined
for each of the loops in order to meet the loop latency constraint

. This modularity decomposes a difficult global loop retiming
problem to a number of very simple feed-forward cases since
the registers do not need to cross block boundaries.

The latency assignment strategy above can be easily
expanded to multiple layers of hierarchy. Blocks at each hier-
archical level are characterized with internal loop constraints
as well as latency from their primary inputs to their primary
outputs. For example, I/O latency in (3) indicates the latency of
a divider block at level 1 of hierarchy, . This information
is used to derive I/O latencies and loop constraints at the next
level of hierarchy. At the top-level, loop constraints from all
the underlying levels are thus considered.

6) Delayed Iteration: Delayed iteration is another technique
to consider in the process of improving power and area of
the architecture. The idea is to relax timing constraints of the
pipelined logic by adding an extra cycle. Ideally, all loops
should have the same loop latency and no balancing registers
needed, which implies the same criticality of the datapaths
from the performance perspective. When majority of loops
have similar latency and only a few loops are critical (have
long latency), then forcing the same latency constraint on all
the loops would require a large number of additional balancing
registers in the non-critical loops, creating a large timing slack
and resulting in excess power consumption. A delayed iteration
improves the design by tolerating delayed data samples in the
critical loops. This effectively extends latency in previously
performance critical loops and results in a better balance of

pipeline logic delay. If this is algorithmically possible, require-
ments for power and area can be much improved.

V. POWER/AREA OPTIMAL SVD ARCHITECTURE

A directly-mapped fully-parallel SVD architecture exceeds
the area of the baseband signal processing in WLAN appli-
cations (typically around 20 mm in commercial chips) by an
order of magnitude. At the same time, the clock speed required
to implement the algorithm in such a parallel architecture is sig-
nificantly lower than what is easily achievable in current tech-
nology. By using a series of architectural transformations the
area is brought within the limits. Concurrent architectural and
circuit optimization techniques are used to minimize the energy
per operation, starting from a direct-mapped parallel architec-
ture at a nominal supply. This process is repeated until all the
techniques are balanced, [27].

A. Design Specifications

Main design specification is the throughput constraint for the
algorithm, which is derived according to the 4 4 16-carrier
system specification outlined in Section III. Since 1 MHz wide
sub-channels require 1MS/s to process the data, the requirement
is thus to process 16 parallel streams of data at a 1 MHz rate.

1) Starting Point: Direct-mapped parallel architecture is
used as a starting point in architectural exploration, because this
point is well defined. Feasible architectures are then derived
from the throughput constraint for the algorithm, power and
area budget. A direct-mapped parallel architecture would need
1 MHz baseline clock if unit operation of the algorithm
(LMS-based update) can be realized with one cycle of latency.

2) Architectural Optimization: Architectural optimization is
based on datapath characterization as shown in Fig. 13 and pre-
sented in Section IV-B. The first step is to check the feasibility
of the starting architecture. One recursion of the algorithm
requires 6 real multiply, 11 add, and 2 mux operations. This
is feasible within 1 s in a 90 nm technology, even at a re-
duced , however with exceedingly large area. To minimize
the area, some degree of interleaving and folding is needed, re-
sulting in a variety of architectural choices.

B. Architecture Optimized for 0.4 V

The simplest way to minimize area without impacting en-
ergy-delay characteristics of pipeline logic, to a first order, is
to employ interleaving and folding. The most natural scenario
for the 4 4 algorithm shown in Fig. 4, operating with 16
sub-carriers, is to interleave the 16 parallel sub-carriers and fold
over 4 antennas. Clock specification for the resulting architec-
ture then becomes 64 MHz (1 MHz 16 sub-carriers 4 an-
tennas). This speed can be reached at scaled supply of 0.4 V in
a 90 nm technology and corresponds to the energy-delay sensi-
tivity of 0.8. This is a good tradeoff between energy and delay,
corresponding to 0.8% change in energy for 1% change in delay.
Interleaving and folding reduce the area by a factor of 36 com-
pared to the direct-mapped parallel architecture. The area of the
logic blocks is shared by the sub-carriers and also over antennas,
leading to area reduction. The design is further optimized as
follows.
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Step 1: Wordlength optimization Starting from all 16-bit real-
ization of the algorithm, we apply hierarchical wordlength op-
timization for a 30% reduction in energy and area. Area reduc-
tion is estimated from the resource estimation tool within FFC,
which estimates hardware area based on pre-characterized li-
brary blocks. To a first order, this directly translates to energy
reduction due to reduced gate capacitance. The next step is logic
synthesis that incorporates gate sizing and supply voltage opti-
mizations.

Step 2: Gate size and optimization. In order to maxi-
mize energy efficiency, supply voltage scaling and gate sizing
are needed. The voltage can be scaled down to 0.4 V, without
compromising static VTC characteristic of the logic gates, [27].
Since the standard-cell library was characterized at 1 V, the
timing specifications were translated to 1 V according to tran-
sistor-level simulations. Designing for 64 MHz at 0.4 V in the
SS corner translates to 512 MHz equivalent timing constraint
for logic synthesis under the worst case model (0.9 V, 125 C).

Due to limitation of synthesis tool, we balance the tradeoffs
with respect to gate sizing and supply voltage se-
quentially. From prior work [11], we know that sizing is the
most effective at small incremental delays compared to the min-
imum delay. To approximate that, the design is first synthesized
with a 20% slack, followed by incremental compilation to uti-
lize benefits of sizing. The gate sizing step results in a 40%
reduction in energy and a 20% reduction in area of the stan-
dard-cell implementation, based on synthesis estimates. Gate
sizing transformation is also shown graphically in Fig. 15. With
the supply voltage scaled down to 0.4 V, the sensitivities are bal-
anced at 0.8, resulting in the design optimized for target speed
of 64 MHz. scaling provides a 7 reduction in energy
per operation. At the optimal and , energy-delay curves
of sizing and are tangent as illustrated in Fig. 15, corre-
sponding to equal sensitivity [26]. As part of synthesis optimiza-
tion on a mapped netlist, loop retiming is performed with

, corresponding to 16 interleaved sub-carriers and folding
over four antennas. This is the final design carried through phys-
ical synthesis. Impact of individual techniques on chip energy
and area is summarized in Table I. Compared to the 16-bit di-
rect-mapped parallel realization with gates optimized for speed
at nominal voltage, the total area reduction of the final design is
64 and the total energy reduction is 16 . Section VI presents
experimental results.

VI. EXPERIMENTAL VERIFICATION

Fig. 16 is a die photo of the first ASIC realization of an
adaptive 4 4 singular value decomposition. The chip is
fully optimized in a standard- 90 nm CMOS process from
STMicroelectronics. Chip features are summarized in Table II.
The core area is 3.5 mm with 88% density of standard-cell
placement in the final design, after clock tree optimization and
hold-time fixing buffer insertion. The total chip area with I/O
pads is 5.1 mm . Separate supply voltages are used for the chip
core and I/O pads. The core is tunable in a 0.2 V–1 V
range and the I/O pads run at a 1 V supply. The standard
cross-coupled PMOS level converting circuit [28] is used. A
dual-well approach is used in the layout to isolate the core
from I/O supply and maintain the standard-cell height. Level

Fig. 15. SVD algorithm optimization in the area-energy-delay space. The plot
shows the impact of interleaving, folding, word-size, gate sizing, and supply
voltage optimizations on energy/op and area. Compared to 16-bit design with
direct-mapped parallel realization using gates optimized for speed at nominal
V , the final design achieves 64� reduction in area and 16� reduction in
energy/op (12-bit add equivalent).

TABLE I
SUMMARY OF MAIN OPTIMIZATION TECHNIQUES

Fig. 16. Die photo of 4� 4 SVD chip. The core is optimized for 0.4 V
achieving 100 MHz operation. The chip is also functional at 255 mV with a
10 MHz clock.

converting cells are placed at the core boundary, close to the
output pads. Level converters are used only at the output, while
core inputs are driven with a full-swing signal. Chip outputs
are delivered to the printed circuit board (PCB) through digital
pads which operate at a standard 1 V supply. An extra analog
pad, connected to the input of a level converter, is used to allow
testing of the level converter.

Simulink environment is used in experimental verification
through real-time hardware co-simulation. This is the final
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TABLE II
CHIP FEATURES

Fig. 17. The use of silicon infrastructure for hardware based ASIC verification.
FPGA stimulates the ASIC over general purpose I/Os and compares outputs in
real-time.

touch-point between the FPGA and ASIC flows, which also
demonstrates full functionality of our design infrastructure.

A. FPGA-Based ASIC Verification

An efficient ASIC verification is performed with the use of
an FPGA emulation board, as shown in Fig. 17. The algorithm
is programmed onto the FPGA, which stimulates the ASIC over
general purpose I/Os using test vectors exported from Simulink.
The FPGA feeds the data into the ASIC and samples outputs for
real-time comparison. Outputs of the comparison are stored in
block RAMs on the FPGA, which can be read out through the
serial port. Signals that control the read and write ports of the
block RAMs as well as other controls, such as reset and clock
enable, are set by the user. User can bring in external clock or
use internally generated clock from the FPGA board.

Communication between the FPGA and the ASIC board is
done through general purpose I/Os operating at 3.3 V, with
single-ended signaling, as required by the FPGA. Level con-
version from 3.3 V (FPGA) to 1 V (ASIC) is realized on the
ASIC board with a 50 termination resistive dividers, while
the up-conversion is realized with integrated comparators. The
FPGA chip used in the experiment (Xilinx Virtex-II Pro) has a
number of dedicated 18-bit multipliers, a PowerPC processor, a
memory, and a regular FPGA fabric [29]. Dedicated multipliers
are used throughout the design in order to save the FPGA
fabric for other functional blocks. With this approach, the entire
design fits in one chip quite easily (13,400 slices, which is less
than 50% utilization).

B. Measured Functionality

The result of the adaptive 4 4 eigen-mode decomposition
is shown in Fig. 18. The plot shows tracking of eigenvalues

Fig. 18. Tracking of eigenvalues over time for one sub-carrier (gains of spatial
channels are square root of the eigenvalues). Shown are measured and theoret-
ical values. After training, the chip switches into blind-tracking mode.

TABLE III
AREA AND POWER OF FUNCTIONAL BLOCKS

over time, for one sub-carrier. Gains of spatial sub-channels are
square root of the eigenvalues displayed in Fig. 18. After the
reset, the chip is trained with a stream of identity matrices and
then it switches to blind tracking mode. Shown are measured
and theoretical values to also illustrate tracking performance of
the algorithm. In the blind tracking mode, PSK modulated data
is sent over the antennas with constellations varying according
to the estimated SNR. On average, 10 bits per symbol are trans-
mitted. Although the algorithm is constrained with constant
amplitude modulation, we are still able to achieve 250 Mb/s
over 16 sub-carriers using adaptive PSK modulation. Due to
100 MHz operation, this is equivalent to a 25 MHz bandwidth.
The achieved data-rate is thus near the upper limit of the
802.11n standard [2], which specifies theoretical 540 Mb/s
using a 40 MHz bandwidth.

C. Performance and Power

The core is optimized for 0.4 V, achieving a 100 MHz op-
eration at that voltage, consuming 34 mW of power in the full
activity mode with random input data. The 100 MHz operation
is measured over 9 die samples with minimum required supply
voltages ranging from 385 mV to 425 mV. This die set showed
a 2 variation in leakage power at equivalent speed. The chip
is also functional at 255 mV, running with a 10 MHz clock.

The chip is fabricated in a standard- process that offers
good balance between the leakage and active components of
power. Since is reduced, a lower is required for the
same speed, which results in reduced overall power consump-
tion. In active mode, the leakage and clocking power are 12%
and 30% of the total power, respectively. Area and power of
functional blocks are given in Table III. The total power is mea-
sured while the power breakdown is based on synthesis esti-
mates.

D. Energy and Area Efficiency

Highest power (or energy) efficiency per computation
is achieved with techniques that allow voltage scaling and
down-sizing of datapath logic. The key to evaluating power
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TABLE IV
SUMMARY OF 4� 4 MIMO DECODER ASICS

optimality in general is the efficiency metric [30], [31] given
by (3).

(3)

where represents some average operation, such as add or
multiply. Power/energy efficiency is therefore the amount of en-
ergy required for some average operation. This means that the
efficiency can be improved by scaling down the supply voltage
and gate size of the underlying circuits, but this has to be done
simultaneously with architectural selection to maintain the per-
formance, and also minimize area/cost of the implementation.

In this study, 12-bit equivalent addition is used as the atomic
operation. Block characterization shows that an equivalent mul-
tiply is about 6 times more complex than 12-bit add in terms
of area and power. The total computational complexity of the
algorithm implemented is equivalent to 700 12-bit add equiva-
lent operations. At 100 MHz, this amounts to 70 GOPS. With
34 mW of power, the resulting energy/power efficiency is thus
2.1 GOPS/mW.

Presenting the energy efficiency alone could be misleading,
since it can be improved by parallelism which increases area.
More complete information about the cost of a design is ob-
tained by looking into the efficiency of silicon area utilization. In
this paper, area efficiency is defined as the amount of silicon area
required to perform an operation per unit time. For highest area
efficiency, the goal is to maximize the utilization of datapath
logic. Interleaving and folding streams of data allows datapath
sharing, resulting in the overall chip core area of just 3.5 mm .
The area of pipeline registers is about 40% of the total chip area.
With 70 GOPS of computational throughput, the chip achieves
20 GOPS/mm area efficiency (13.7 GOPS/mm including I/O
pads).

A comparison of the the key features of implementation
presented in this paper with other published 4 4 MIMO
chips includes modulation, spectral efficiencies, throughput
and power, and is summarized in Table IV. For most of these
designs, detailed power consumption analysis has not been
disclosed; therefore to asses our design methodology, we

Fig. 19. Area efficiency versus energy efficiency normalized to a 1 V 90 nm
process. Representative baseband and media ISSCC chips are compared against
this work.

compare the energy and area efficiency of the SVD chips to
published baseband and media processors [32]–[39]. To make
the comparison fair, the data rate and power are normalized to
a 1 V 90 nm technology, and 12-bit wordlengths.

For example, hearing aid DSP processor [39] dissipates
660 W of power with a 2.56 MHz clock at 1.05 V, executes
50 Million 22-bit operations, with the resulting energy effi-
ciency of 75 MOPS/mW in a 0.25 m technology. When scaled
to 90 nm and accounting only for switching energy its efficiency
is 2.4 GOPS/mW. If a 12% leakage overhead were included, the
resulting efficiency would be 2.1 GOPS/mW, which matches
our result. This stems from the fact that a voltage-scaled 1.05 V
design in 0.25 m is equivalent to a 0.42 V in a 1 V 90 nm
CMOS. Comparison results are illustrated in Fig. 19. For
example, the chip presented in [39] achieves similar energy
efficiency, but has substantially lower area efficiency, while the
chip in [36] reaches similar area efficiency but has lower energy
efficiency.

VII. CONCLUSION

This work demonstrates hierarchical energy- and area-ef-
ficient mapping of an algorithm into an integrated circuit.
Simulink provides the level of abstraction needed for archi-
tectural optimizations. The architectural selection is based
on energy-delay-area characterization of datapath logic that
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Fig. 20. Tradeoff between energy efficiency and logic area. Final architecture is
optimized for 0.4 V, which has good static gain for an inverter (shown for process
corners). Other architectural realizations are possible with more parallelism or
time-multiplexing.

allows for comparison of multiple architectural realizations.
The choice of architecture is thus highly influenced by power
and performance of the underlying technology. To demonstrate
the methodology, a baseband MIMO SVD signal processing
algorithm over multiple carriers has been implemented in
a 90 nm CMOS technology, achieving 2.1 GOPS/mW and
20 GOPS/mm (13.7 GOPS/mm including I/O pads).

By changing the area or performance constraints, or the
optimization goal, other energy and area efficient architectures
can be derived. For example, these can be obtained by varying
the level of time-multiplexing or parallelism. Fig. 20 plots the
trade-off between energy efficiency and gate area in various
architectures. The dot indicates the design optimized for a
0.4 V operation. Starting from this point, energy efficiency can
be traded for smaller area by increasing the level of time-mul-
tiplexing, which comes with an increase in supply voltage and,
hence, reduced energy efficiency. Going in the direction of
increased parallelism, the energy efficiency can be improved by
further scaling down the supply voltage. This result is largely
theoretical, since technology variability limits the minimum
practical supply voltage.
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