EE 223: Stochastic Estimation and Control Spring 2007

Lecture 14 - March 1

Lecturer: Venkat Anantharam Scribe: Lian Yu

Notation from the last lecture:
Ky = Qn
K, = AgKk_,_lAk — Iy + Q

where I'), = AgKk—l—lBk(BgKk-i-lBk + Rk:)ilBgKk-i-l-

AISO, L, = —(Rk + BgKk+1Bk)_lBgKk+1Ak.

1 Fully Observed LQ Problem

Recall the fully observed L(Q) problem. The linear system evolves as:
:Uk+1:Akxk+Bkuk+wk kZO,l,...,N—l,

and the objective (informally) is to minimize the quadratic cost:

N—-1
min E | > (X} QrXi + Ul RiU) + X3Qn Xy

k=0

where (J; is a positive semidefinite matrix for £ = 0,..., N, and Rj is a positive
definite matrix for £ = 0,..., N — 1. The minimization is over all causal strategies
where the controller has access to the states. The optimal cost-to-go is given by:

N-1
Jk(.’L’) = $TKkl' + Z U)ZTKI+1’LUI
=k

and the optimal control at time k is up = Lyxy.

2 Partially Observed LQ Problem

We have the same dynamics:

Tpr1 = Apzr + Brug + wy k=0,1,...,N — 1.
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The controller has causal access to observations given by:
Yp = Crp + vp k=0,1,..., N.

The objective (informally) is:

N-1
min £ Z(XngXk + Ul RiUk) + XnQN XN

k=0

where the minimization is now over a different set of strategies than in the fully
observed case. We know from the general theory that we should be writing a DP
recursion backwards in time for functions J(\), where A ranges over probabilities
distributions on R, starting with Jy(\) given by:

Jn(N) = expected final cost if the conditional law of Xy given
()/(),...,YN,UO,...,UN_1> is A
= E\[XTQnX]
= / v QA (dz).

Let m = E5\[X] = [, A(dz). Note that:
Ew[XTQnX] = /n 27 Q,x )\’ (dx)
- / (o= m)TQu(x — m)A(d)

= [/n xTQNa:)\(dx)] —m"Qnm
= BEXTQnX] — (BE\X)TQn(E\[X])

where \° is the centered probability distribution corresponding to A, i.e. the translate
of A that results in a distribution with mean the zero vector in R". Thus we may
write:

In(A) = Ex[XTQnX] + (EA[X])" Qn(EA[X]) -

Now let us try to compute Jy_1(A) (for A a probability distribution on R™) using
the DP recursion. Think of X € R™ drawn with distribution A and think of applying
a control u € R"™; the next state is then Ay_1X + By_1u + wy_1. We observe
Y = Cn(An_1X + By_1u + wy_1) + vy and then compute the conditional law at
time N, i.e. Tny_1n(A u,Y). Note that in this expression the distribution of Y
depends on A. The DP equation for period N — 1 is:

In-1(A) = min { Ey\[XT Qy 1 X] +u’ Ry_yu+ BlJy(Ty-iv(A w. Y)I}



where the expectation in the third term in the minimization is over the random
variable Y. Define X := Ax_1 X + By_1u + wx_1. Note that

Tn_ixnMu,y)(de) = P(X edz | Y =y) .

Thus we have:

In(Tn_1n(A\u,Y)) = / 2'QneP(X € dx|Y),

so we have:
ElJn(Ty_an(\u, Y))] = / 2TQnrP(X € dx)
= EXTQnX].
But
EXTQnX] = Blwi_1Qvwy] + Brol(Av 1 X) Qu(Ax1X)]

+(An_1m + BN—1U)TQN(AN—1m + By_ju) ,
where m = Ey[X] and \° is the centered distribution corresponding to A. Also,
E\XTQn 1 X] =m"Qn_1m + Ex[XTQn_1X].
Substituting these into the right hand side of the expression for Jy_1(\) we get:
In_1(A) = mTQNflm‘i‘muin {(ANflm + BNAU)TQN(ANAW + By_1u) + UTRNAU}

+Eo[XT(Qn-1 + AN 1 QnAn_1)X] + Elwy_,Qnwy_1] .

We see that, as in the fully observed case, the minimum occurs when v = Ly_1m
and also that

In-1(A) = m" Ky_im + E[UJJTVAQNU)NA] + Eyo [XTQNAX] + E,\O[(ANAX)TQN(ANAX)]
E\XTKn_1X] + Elwy_1Qnwy-1] + Exo[ X (Qn-1 + Ay_1QnAn—1 — Kn-1)X].

But QN—l — KN_1 = FN—l — AI]\;_lQNAN—la so the third term is
Ey[XTTy_1X].
We therefore have:

In_1(A) = B\[XTKn_1 X] + Exo[X Tn_1 X] + E[wk,_ Qnwn_1] .

Note the analogy with the fully observed case, with the appearance of a new term,
Ey[XTTy_1X].



