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Counterexamples to a Proposed Stam
Inequality on Finite Groups

Venkat Anantharam, Fellow, IEEE

Abstract—Gibilisco and Isola have recently proposed a defini-
tion of Fisher information for random variables taking values in
a finite group that is analogous to the definition for real valued
random variables with a density. Based on this Fisher informa-
tion concept, they claim to prove a Stam inequality for finite-group
valued random variables that is analogous to the one in the case
of real values. In this note we show these results, unfortunately, do
not hold for nonabelian groups in general, by constructing explicit
counterexamples.

Index Terms—Finite group, Fisher information, group-valued
random variables, Stam inequality.

I. INTRODUCTION

F OR a real-valued random variable with differentiable
density , the Fisher information is defined by [2,

Eqn. (17.69)]

where

is called the score function of [2, Eqn. (11.264)]. Since
, the Fisher information is the variance of the

score [2, p. 394]. If and are independent random variables
and , one has the remarkable inequality of Stam
[2, Eqn. (17.88)], [10]

As is well known, this underlies the powerful and extremely
useful entropy-power inequality [1], [2, Sec. 17.8], [9], [11].

Let be a finite group and let be a -valued random
variable having strictly positive probability distribution. See [5]
or any other decent book covering group theory for basic facts
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about finite groups. Given , Gibilisco and Isola [4] define
the function on by

(1)

where for and the left multipli-
cation of by is simply written as . This is
analogous to the score function in the case of real valued random
variables. Indeed, one can immediately check that

[4, Eqn. (3.1)]. Let be a fixed set of genera-
tors for . Gibilisco and Isola [4] make the interesting definition

They call the “Fisher information” of . Of course, it de-
pends on the choice of generators for .

Given independent -valued random variables and with
strictly positive distributions, let denote their product.
It is claimed in [4, Eqn. (3.10) ] that

(this is actually false) (2)

and this is called “the Stam inequality on the finite group .”
Since every finite abelian group can be written as a direct sum of
cyclic groups [5, Thm. II.2.1], the kind of “Fisher information”
defined in [4] essentially reduces, in the case of finite abelian
groups, to a discussion on , the group of integers modulo .
This case has been published separately in [3]. Notable devel-
opments in the train of thought motivating the definition in (1)
and the claimed inequality (2) include [6], [7], and [8].

The main purpose of our note is to point out that the “Stam in-
equality” of (2) claimed in [4] is actually wrong for nonabelian
groups. We do this by illustrating how to construct counterex-
amples and giving an explicit counterexample. The nature of our
counterexample illustrates the difficulty in proving such a result
and also identifies where the problem lies in [4].

II. COUNTEREXAMPLES

Consider the symmetric group of permutations on three
letters. We list its elements as

using the notation for the identity permutation and cycle no-
tation [5, Sec. I.6] for the other entries. Since

, the group is nonabelian.
Fix . Let be an -valued random variable with

for
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and

Let be an -valued random variable with

for

and

Assume that and are independent. Let . Then
one can verify that

for

and

For the group , with , and as above, the
last line of the proof of [4, Lemma 3.1 ] states that for every

we have

(this is actually false) (3)

However, if one takes and for instance, one
can check that this statement is false for all . To see
this, observe that

On the other hand, if we consider

then, since would imply that
, this sum equals

so for this example, for all , the two sides of (3)
cannot be equal.

Indeed, for a general finite group , independent -valued
random variables and with strictly positive distributions,
and , the left-hand side (LHS) of (3) is given by

by definition, while the right-hand side (RHS) may be manipu-
lated to read

To require equality in (3) is in effect to require that

for all . This can hardly be expected to be the case for
a nonabelian group. This is the source of the problem in [4].

We next give an explicit counterexample in the nonabelian
case to the inequality (2) called “the Stam inequality on a finite
group” in [4]. Consider again the group , and consider the
set of generators . Examples showing that (2)
is false can be constructed by perturbing the kinds of random
variables considered in proving that (3) is wrong. Listing the
elements of as as above,
we may, for instance, let have the distribution

and have the distribution

with and being independent, which results in
having the distribution

One can verify that for this choice one has

where the precise numerical values have been rounded off.
Exact computation of the “Fisher information” terms

and requires some work, but one can also ac-
curately estimate them by recognizing that in each of the
functions

, and there is a single
overwhelmingly dominant term. One can easily compute this
dominant term by hand in each case and thus convince oneself
that this numerical example does demonstrate that (2) is wrong.

The pattern that we used to construct the counterexample
to (2) and (3) can also be used in other nonabelian groups. It
remains an interesting question if a “Stam inequality” can be
proved for group-valued random variables in the nonabelian
case for an appropriate notion of “Fisher information.”
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