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## ABSTRACT
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## 1. INTRODUCTION

2. PRELIMINARIES
$f X \quad B^{n} \rightarrow B \quad B$

$$
f X \quad B^{n} \rightarrow
$$



upport-reducing

$$
\begin{array}{cr} 
& f X \\
f & X \\
f &
\end{array}
$$

Example 1.

$$
f X \quad X \quad \begin{array}{lll}
x & x
\end{array}
$$

$$
k\lceil\log \rceil \quad n \quad \mid X
$$

$$
\begin{array}{lllll}
X & x & x & x
\end{array}
$$

$$
\begin{array}{llll}
c & c & c & c
\end{array}
$$


$\left.x \quad \begin{array}{r}x \\ x\end{array}\right]$

Figure 1. The function and the decomposition pattern.

## 3. DECOMPOSITION ALGORITHM

### 3.1 Algorithm Outline

```
            |
h
network ConstructiveDecomposition( function f, functions {f}})
{
    N = empty network;
    while (f&{fi}) {
            X = DetermineBoundSet(f)
            {g} = DeriveDecompositionFunctions(f, X,{f}};
            h = DeriveCompositionFunction(f, X,{gi} );
            AddToNetwork( N, {gi});
            f=h;
    }
    AddToNetwork( N,f);
    return N;
}
```

Figure 2. The pseudo-code of constructive decomposition.

### 3.2 Completely Specified Functions

Example 2.


$g_{i} X$
$g_{i}$

## Example 3.


code $c \quad$ code $c$

$$
\begin{array}{llllll}
g X & m c & \vee m c & \bar{x} x & \bar{x} & \vee x \\
g X & m c & \vee m c & \bar{x} x & x & \vee x
\end{array}
$$

code $c \quad$ code $c$

$$
\begin{aligned}
& g X \quad m c \quad \vee m c \quad \bar{x} x \\
& g X \quad m c \vee m c \quad x \quad x \vee x
\end{aligned}
$$

### 3.3 Incompletely Specified Functions

Example 4.
$x \quad x$
$c \quad c \quad c$
c

$$
\begin{array}{r}
x x \\
x^{\prime} x^{\prime} x^{\prime}
\end{array}
$$



Figure 3. Cofactor truth tables and the compability relation.

$$
A
$$

$$
f X \quad X \quad X^{\prime}
$$

$$
f X A f X^{\prime} A \vee f X A f X^{\prime} A
$$

$$
\begin{aligned}
& R
\end{aligned}
$$

## Lemma 2.

X

$$
\begin{array}{ll}
f X & \\
R X \quad X^{\prime}
\end{array}
$$

$\lceil\log \mu\rceil n$

Lemma 3. $R X \quad X^{\prime}$
$g X \quad g_{2} X \quad g_{p} X \quad \leq p \leq k$,

$$
\begin{gathered}
k_{j}^{k-p} \quad \\
R_{j} X \quad X^{\prime} \quad \leq j \quad{ }^{p}, \\
\\
\\
\lceil\log \mu\rceil \leq k-p .
\end{gathered}
$$



Proof:
$k p$
Example 5.

### 3.4 Selecting Decomposition Functions

$$
\begin{array}{cccc}
c & c & & \\
k & \lceil\log 3\rceil & & \\
n
\end{array}
$$

$g X \quad x \bar{x}$

$$
\begin{array}{llll}
g X & x \vee x & g X & x
\end{array}
$$

$$
\begin{array}{r}
x \\
x^{\prime} x \\
x^{\prime} x^{\prime}
\end{array} x^{\prime}
$$

|  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |



Figure 4. The cofactor relations.
k
$k$,
k
$k \quad k \quad n$

relations $R_{j} X X \quad \leq j \quad{ }^{\prime}$
$S_{j} X$

$$
\begin{array}{llll}
g & X & g_{2} X & \\
& g_{p} X \\
j & S_{j} X
\end{array}
$$

$$
\begin{gathered}
R_{j} X X^{\prime} \quad R X X^{\prime} \wedge S_{j} X \wedge S_{j} X^{\prime} \\
R_{j} X X^{\prime}
\end{gathered}
$$

$$
\underset{p}{g} X \quad g_{2} X \quad g_{p} X
$$

$R X X^{\prime}$

## 4. BOUND SET COMPUTATION



Step 1.
Y $Z$

$$
m \quad \text { supp } f
$$

X

$x y z$ $\leq i \leq m$ $f X Y Z$
$f X \quad f$


Figure 5. Transformation for the BDD for $f(X)$ during computation of all support-reducing bound sets
Step 3.
Tuples $_{n, m} X$

$$
g X Y Z \quad f X Y Z \wedge \text { Tuples }_{n, m} X
$$

Tules ${ }_{n, m} X$
$n$
Tuples $_{n, m} X$
${ }_{X}^{\text {Step }} 4$.


$$
Y
$$

$$
\begin{array}{llllll}
r_{x} & x & & x & Y & Z
\end{array}
$$

Step 5.

$$
\begin{aligned}
& r_{x} x^{x} \quad x^{x} \quad Y \quad Z \\
& \lceil\log \mu\rceil \quad n
\end{aligned}
$$

$$
g^{r} X Y Z
$$

$$
g X Y Z
$$

## 5. GATE LIBRARY REPRESENTATION

## 6. DON'T-CARE COMPUTATION

### 7.2 Re-Synthesis Framework

## complete

window limit
slack $n+$ window

## $g$

$g$

|  | $g$ <br> depth <br> $g$ |
| :---: | :---: |
| $g$ | $g$ |

## 7. IMPLEMENTATION ISSUES

decomposition engine

## 8. EXPERIMENTAL RESULTS

### 7.1 Decomposition Engine



Table 1. Synthesis results for MCNC benchmarks.

|  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: |
|  |  |  |  |  |  |  |  |  |

Table 2. Re-synthesis results for proprietary benchmarks.

|  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |

## 9. CONCLUSIONS AND FUTURE WORK

## 11. REFERENCES

## Computation Lab

Proc. ICCAD ‘97
Proc. ISCAS ‘82

```
IEEE Trans. Comp.
    IWLS '
```

Automatic Verification Methods for Finite State Systems

Proc. DAC '00

Synthesis of Finite State Machines: Functional Optimization.

Proc. DATE '00

ICCAD ‘02

Proc. DAC ‘93
IEEE Trans. VLSI

Proc. SASIMI '98
Proc.ICCAD ‘02
Proc. IWLS '02

Proc. DAC '01
Proc. DAC
‘94
IEEE Trans. CAD

Proc. DAC 99
Logic Synthesis and Optimization

Proc. ICCAD
Tech. Rep. UCB/ERI, M92/41, ERL

## 10. ACKNOWLEDGEMENTS

