Abstract

In this paper we study a hardware efficient implementation of a uniform random number generator based on Cellular Automata. This random number generator can be used to create Additive Gaussian White Noise and other noise sources in wireless application simulations. The algorithm used to generate random numbers can be realized using simple digital circuits and memory, and we implemented it on an emulation platform based on large FPGA array. Our goal was to investigate periodicity and correlation properties of the generator as a function of initialization sequence. We have developed the testing strategy that detects the period and locking states of the generator with a simulation time at least two orders of magnitude shorter than in a software implementation.
“The generation of random numbers is too important to be left to chance”
R. Coveyou

1.0 Introduction:
Random number sequences can be found in a large number of applications that include cryptography, unbiased sampling in Monte Carlo simulations, and imitating stochastic natural processes. Good random number generators are required to provide true source of randomness in applications where one has to model a physical process. For example, in a simulation of a wireless communication system there are several noise sources that need to be included. The most commonly used is Additive White Gaussian Noise, but there other analog impairments like phase noise, clock jitter, etc. that in a complete system analysis must be taken into account. In general, a communication system is characterized through a bit error rate (BER) vs. signal to noise ratio (SNR) curves, which require long and highly computational extensive Monte Carlo simulations. Therefore, it is desirable to have a fast preferably hardware implementation of a system that can produce BER vs. SNR curves in real time. The type of random number generator needed for wireless applications simulations must be very fast but furthermore highly implementation efficient. In this project we study the random number generators that can be implemented on a FPGA using simple logic blocks and have a satisfactory performance for simulation of wireless communication systems.

A wide variety of ingenious methods have been designed to generate random numbers. Most generators are software based and generally fall into one of these three categories:

- Linear Congruential Generator – Usually of the form $X_i = (aX_{i-1} + b) \mod m$, where $a$, $b$, and $m$ are constants. This random
number generator requires integer recursion thus it is expensive in hardware. Also, this generator is efficiently predictable when the constants \(a, b\) and \(m\) are known [1].

- Lagged Fibonacci Generator – Generally of the form
  \[ X_i = (X_{i-r} \otimes X_{i-s}) \mod m, \]
  where \(r, s\) and \(m\) are constants, \(r > s\), and \(\otimes\) could be any of the following binary operators, \(+, -, \times, xor\). This generator requires the initial data set \(X_1, X_2, \ldots, X_r\) and depending on the choice of the binary operator might require integer recursion.

- Linear Feedback Shift Register Generator – They are based on the theory of primitive polynomials in the form \(X^r + X^q + 1\). Given such a primitive polynomial and \(p\) binary digits, \(X_0, X_1, X_2, \ldots, X_{p-1}\) then
  \[ X_k = X_{k-p} \oplus X_{k-p+1}, \]
  where \(\oplus\) is the XOR operator. This generator has been shown to exhibit lattice structures in the random number sequence generated [1].

On the other hand, there are other non-software based ways of generating random numbers. Some examples are:

- Physical devices – Random number generators based on physical devices usually sample some physical event (like vibrations or temperature) and generate the random numbers using A/D converters. The random number sequences generated by physical devices are non reproducible unless they are stored in memory.

- Cellular Automata Random Number Generator – Based on linear finite state machine each consisting of one-dimensional array of cells, each cell
is allowed to communicate only with its immediate neighbor based on a rule.

In general one considers a sequence of numbers random if no general pattern can be discerned, no prediction can be made about it, and no description can be found [2]. However, on a computer, random numbers are generated by the successive iteration of a definite transformation. Thus for number sequences generated by a computer the most random sequence are those that are least predictable.

1.1 Organization of This Paper

The remainder of this paper is organized as follows. Section 2 provides implementation details of the random number generator on the Berkeley Emulation Engine (BEE) FPGA and Simulink ® system simulation. Section 3 discusses one application of the random number generator, the Additive White Gaussian Noise Generator. Section 4 discusses the test performed on the random number sequences generated to check for any correlation effects. Section 5 presents the results of our project in relation to the periodicity of the random number generator and its locking states. Section 6 concludes with the status of this project and future considerations.

2.0 Implementation

Random number sequences are generated either by a deterministic rule on a computer (pseudo-random numbers) or by sampling certain random natural properties (like noise in a room, etc). For our application the best random number sequence is one that is very uniform, has very little correlation effects, requires minimal hardware, easy to use, and above all the “random sequence” must be completely reproducible.
Recent studies have shown that Cellular Automata is a promising technique for generating uniform random numbers. Cellular Automata can be viewed as computational systems, whose evolution process information is contained in their initial configurations. It can also be considered as a discrete approximation of partial differential equations [2]. The generation of random numbers using Cellular Automata has been proven to be at least as random as the more established random number generators [2,3]. Moreover, this generator has the advantage of being highly parallel and thus easily scalable at relatively very little hardware cost.

For random sequences produced by Cellular Automata there are no known mathematical shortcuts to predicting the values and the computational power needed to discern a pattern is usually far greater than the power used to generate the sequences [2].

The Random number generator chosen for this study is based on a one dimensional cellular automaton with the following connecting rule:

\[
\begin{align*}
I_2[1] &= O_1[N] \\
& \quad \text{for } (k = 2, k < N, k + +) \\
& \quad \left\{ \\
& \quad \quad I_1[k] = O_2[k + 1] \\
& \quad \quad I_2[k] = O_1[k - 1] \\
& \quad \right\
\end{align*}
\]

Where O1 and O2 are the outputs and I1 and I2 are the inputs. Each random number-generating cell can then be connected with N-1 other cells where N is the desired precision of the output. One way of to connect the random number generating cell is to connect the first output O1 from the first cell to the second input I2 or the second cell then connect the second input O2 from the first cell to the first input I1 of the previous cell (i.e. the Nth cell) as shown in Fig. 1. Another way of connecting the cells is to connect the outputs O1 and O2 from cell (1) to
the inputs I1 and I2 of cell (2) respectively as shown in Fig. 2. Other ways of connecting the cells are possible.

On FPGA array, different sites or groups of sites in the cellular automaton are assigned to different processors. They are then updated independently (though synchronously), using the same instructions, and with only local communications, this ensures that this random number generator is at least twice as fast as a software-implemented version.

2.1 The Random Number Generator

As shown in fig. 1, the random number generator is implemented using XORs, registers and a RAM. One of the inputs, I1, is XORed with the output from the
RAM and the second output bit, O2 then delayed one clock cycle to form the first output, O1. The second input is XORed with the output from the RAM and delayed one clock cycle to form the second output bit, O2. The first output is feedback into the RAM.

The outputs from eight RNG cells can be concatenated to form an eight-bit output on every clock cycle. The precision of an N-bit RNG can be easily changed by adding or removing RNG cells.

![Random Number Generating Cell](image1)

Fig. 3 Random Number Generating Cell, the outputs Out1 and Out2 are stored in the 1X32 RAM. The output from the RAM is XORed with the input and delayed one clock cycle to form a new output.

The configuration used to produce two 8-bit random numbers per clock cycle in this project is shown in fig. 4, however other arrangements of the RNG cells are possible.

![Cascading of 8 random number generating cells](image2)

Fig. 4. Cascading of 8 random number generating cells to form an 8-bit random number generator. The outputs at the top and bottom can be connected to a bus either serially or in parallel (parallel being more efficient in terms of hardware cost) depending on the application for which the random number generator is needed.
2.2 RAM

The RAM used in this implementation is a 5-bit address and 1 bit wide RAM cell, the MSB of the address into the RAM is the previous output bit from O2 and the remaining four bits are generated by a 4-bit counter. The RAM cell contains 32 registers in the addressable register. The initial state of these registers serves as the seed for the random number generator.

![Fig. 5 RAM cell that can store 1-bit in one of 32 address spaces. The address line into the RAM cell is a 4-bit counter concatenated with the previous output of the random number generator as the MSB.](image)

3.0 Application – Additive White Gaussian Noise Generator

In wireless communication system simulations it is often necessary to add analog impairment models to help simulate the effect noises found in real wireless communication systems. One main source of noise in wireless communication systems is Additive White Gaussian Noise (AWGN). To create the AWGN generator 8 RNG cells are connected together to produce two 8-bit random numbers. The outputs are then manipulated according to the formula shown below to produce Gaussian noise.
Where $x_1$ and $x_2$ are the outputs from the RNG and $n_1$ and $n_2$ are the AWGN generator outputs. Below in fig. 3 is the BEE FPGA implementation of the AWGN.

$$f(x_1) = \sqrt{-2 \ln(x_1)}$$
$$g_1(x_2) = \cos(2\pi x_2)$$
$$g_2(x_2) = \sin(2\pi x_2)$$

$$n_1 = f(x_1)g(x_1)$$
$$n_2 = f(x_1)g_2(x_2)$$

4.0 Testing

There are no real tests to determine if a sequence of numbers is truly random, however there are several test that we can use to convince ourselves that a sequence might not be random enough a particular application. The type of random numbers sequences needed to create Additive White Gaussian Noise for wireless application simulations needed to be uniformly distributed, have a relatively flat spectrum and also have very little correlation effects.

Fig.6. Implementation of Additive White Gaussian Noise Generator in BEE. Two 8-bit outputs from the RNG are used to create two set of Gaussian noise to be used in wireless communication systems simulations.
4.1 **Correlation Effect** – In most sequences generated by a definite transformation correlation effects exists between the individual numbers in the sequence or between the sequences. To test for correlation effects we analyzed the autocorrelation coefficients. Let \( \{r_i, i = 0, 1, \ldots, N\} \) be a sequence of random numbers. Then the autocorrelation coefficients

\[
\rho_k = \frac{\sum_{i=k}^{N} (r_i - \mu)(r_{i-k} - \mu)}{\left( \sum_{i=k}^{N} (r_i - \mu)^2 \sum_{i=k}^{N} (r_{i-k} - \mu)^2 \right)^{\frac{1}{2}}}
\]

for \( k = 1, 2, \ldots, N \) and \( \mu = \frac{\sum_{i=0}^{N} r_i}{N} \) measures the statistical independence of the sequences \( \{r_i, i = 0, 1, \ldots, N-k\} \) and \( \{r_{i-k}, i = k, k+1, \ldots, N\} \). Simple correlations can be easily detected when the correlation coefficients differ significantly from zero [4].

4.2 **Spectral Analysis** – One very important characteristic of the random number generator needed for the Additive White Gaussian Noise Generator is for it to produce random numbers that have a relatively flat spectrum in the frequency domain. To check for this characteristic the graph of the discrete Fourier transform of the sequence is plotted against the power. The graph is then visually checked for spikes in the frequency, too many such frequency spikes would make the random number generator unsuitable for use in this application.

5.0 **Results** – Our approach was to compare this RNG with some standardized software based RNGs. We choose to use the Linear Congruential Generator as a basis for our comparison since it is the most widely used software based random number generator. The LCG was implemented in using 69069, 1, 256, and 667790 for \( a, b, m \) and \( X_0 \) respectively. As shown in fig. 7 the 8-bit random numbers produced by the Cellular Automata had significantly fewer correlation effects.
Fig. 7. Graph showing autocorrelation coefficients for random 8-bit random numbers generated using Cellular Automata (top graph) and 8-bit random numbers generated using the Linear Congruential Generator (lower graph). Significant deviations from zero in the autocorrelation coefficients suggest correlation effects between the numbers in the sequence.

The cellular automata based RNG was implanted and tested on the large FPGA array based emulation engine called Berkeley Emulation Engine (BEE). Broad variety of initial states is used for the registers in the RAM. We observed the following results. When the initial states were all zeroes the RNG did not produce any random numbers. When the registers were initialized with all ones the RNG produced random sequences with period of $\sim 2^{10}$. When the registers were initialized with alternating ones and zeroes the random numbers generated had a period of $2^{25}$, and when the registers were initialized randomly, the random sequence produced had a period of $\sim 2^{28}$.

The Implementation of the RNG on the BEE FPGA array was found to be at least 100 times faster than the software based Linear Congruential Generator. The
Cellular Automata based generator produced $2^{28}$ random number in less than 6 seconds (running at 50 MHz), whiles the software based Linear Congruential generator produced (implemented in Matlab on a 2000 MHz WinXP machine with 512 MB RAM) $2^{28}$ random numbers in ~ 1216 seconds.

On the BEE FPGA the Cellular Automata based RNG was found to be highly efficient, requiring only 3% of the available RAM, 1% of LUTs (look up tables) and 3% of the available Slices.

<table>
<thead>
<tr>
<th>Logic Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slice Flip Flops:</td>
</tr>
<tr>
<td>Number of 4 input LUTs:</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Logic Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of occupied Slices:</td>
</tr>
<tr>
<td>Total Number 4 input LUTs:</td>
</tr>
<tr>
<td>Number of Block RAMs:</td>
</tr>
<tr>
<td>Number of GCLKs:</td>
</tr>
<tr>
<td>Total equivalent gate count for design:</td>
</tr>
<tr>
<td>Peak Memory Usage:</td>
</tr>
</tbody>
</table>

Table 1. Area utilization of Cellular Automata based RNG on BEE FPGA.

Fig. 8 compares the spectral characteristic of the two RNGs. As it can be observed in the figure, there are some frequency components in the spectrum, but the RNG based on the cellular automata has less peaks, and the height of the peaks is smaller, thus showing another advantage over software based implementation of RNG.
6.0 Future Considerations

RAM depth would increase the “randomness” and periodicity of the RNG implemented in this paper. This increase should be roughly linear such that a 1x64 RAM should have a period of about $2^{56}$. This register in the RAM of the RNG cell should be initialized with a best 32 bit numbers that ensure the highest quality random numbers as output, thus all $2^{32}$ possible initializing numbers have to be tested to see which numbers produce random sequences of the greatest length.
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