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Noteson Nonlinear Newton Iterations at a Typical Singularity

Given anonlinear n-vector-valued function f(x) of an n-vector x, asolution z of the equation
f(2) = o isoften sought by means of Newton's Iteration Xy.1 := Nf(x,) wherein Newton's

lterating Function Nf(x) :=x — f'(x)™>f(X) . Here f'(x) := df(x)/dx isthe n-by-n Jacobian
Matrix of first partial derivatives; itisusually presumed adequately differentiable and invertible
at all x in some open neighborhood of the desired solution z, and then

NFX) —z=F ) (f" (X)(x=2) + ...)(xx) = O(x—2)? as x - z.
Those presumptionsimply at least Quadratic Convergence. This happens amost always.

The iteration’s behavior is not so easy to characterize in some singular situations. Among these
the most common has det(f'(x)) =0 but 0det(f'(x))/ox#0 a x=z. Thus det(f'(x)) =0
along some curve (n = 2) or (hyper)surface (n=3) that passesthrough z but does not intersect
itself there, not even tangentially. Call thislocus “ $” . It divides some open neighborhood of z
into two open regionsin which det(f'(x)) takesopposite signs. Nf(x) is either ambiguous or
infiniteon $ because f'(x) isnot invertiblethere. These notes explorethe behavior of Newton's
iteration when it convergesto z but no iteratefallsinto $. Convergence turns out to be Linear
rather than quadratic, and iterates approaching z usualy tend to avoid $, aswe shall see. Our
conclusions are summarized on p. 3 and illustrated by exampleson p. 4.

The Derivative row h(x) := dodet(f'(x))/0x .
Jacobi’s Formula for the derivative of a determinant says d det(B) = Trace(Adj(B)-dB) wherein
the Trace isthe sum of all diagonal elements, and Adj(B) isthe Classical Adjoint or Adjugate:

Adj(B) := det(B)-B‘1 when det(B) # 0 and is otherwise defined by the continuity of what turns
out to be a polynomial function of the elementsof B defined by B-Adj(B) =Adj(B)-B = det(B)
in general. There are other equivalent definitions of Adj(B) interms of determinants or the
Characteristic Polynomial of B, but al we need from them isthisfact: Adj(B) # O just when
the n-by-n matrix B has Rank(B) = n—1, and then Rank(Adj(B)) = n—(n-1)-(n — Rank(B)) .
Jacobi’s formulaisderived at <ww cs. ber kel ey. edu/ ~wkahan/ Mat hHL10/ j acobi . pdf >.

Jacobi’s formulasays ddet(f'(x)) = Trace(Adj(f'(x))-f" (x)-dx) wherein the second derivative
f" isabilinear operator that maps n-vectors y and z each linearly to an n-vector f"(x)y-z
that, ingenera, varies nonlinearly with x and, if continuoudly, f"(x)-y-z=f"(x)-zy. In
particular f" (x)-dx isamatrix whose every element depends linearly upon column dx, sothere
must be somerow n-vector h'(x) = 0 det(f'(x))/ox satisfying ddet(f'(x)) = h'(x)-dx forall dx;
andif h'(z) Zo thenthe equation of the planetangentto $ a z is h'(2)-(x—z) =0.

We assume henceforth that h'(z) # 0 and det(f'(z)) =0, whence Rank(f'(z)) = n—1 and hence
Rank(Adj(f'(2)) =1, so Adj(f'(2)) =w-v" for two nonzero vectors satisfying f'(z)-w =0 and
v :f'(z2) =0 . Consequently

h'(2)-dx = Trace(Adj(f'(2))-f" (2)-dx) = Trace(w-v -f" (2)-dx) = Trace(v"-f" (2)-w-dx)
and therefore h'(z) =v -f" (2):-w = d det(f'(x))/ox at x =z. We shall need thisformulalater.
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A Taylor Series expansion of f will be presumed valid for x in some open neighborhood of z:
fX) =0+ f(2)(x=2) + 5" (2 (x-2)(x2) + " (D) (x-2)-(x~2)(x-2) + ...

FOO=F@+f @D +3f" @2 (x2)+...; det(f' (2))=0; Adi(f' (@) =w~v".
det(f'(x)) =h-(x—2) + ... wherein h' :=v -f" (2 W#0 .
Needed next isa Taylor seriesexpansion for Newton's iterating function:
NF() =x = f () f(x)
=2+ 3(f + 0D+ (D) () + o )T (D) + 5 (xD(xD) + ) (D)
inwhich all derivatives of f(x) areevaluated at x =z . Thisistoo messy. It must be simplified.

A Change of Coordinates.
By aprocess akinto Gaussian Elimination with Pivotal Exchanges of both rows and columns,

we can obtain adiagona matrix L~1f'(z)U™1=M := P j using suitably permuted lower- and
o

upper-triangular matrices L and U . Thesefigureinasimplifying change of variablesfrom x to
u:=U-(x=2) . Let g(u):=L2f(z+Utu) sothat Newton’s iterating function for g is
Ng(u) := u—g'(u)™-g(u) = U-(Nf(z + U™-u) —2) . Inother words, theiteration X1 := Nf(X)
starting from Xg is mimicked by theiteration ugq := Ng(uy) starting from ug:=U-(Xg—2) in
so far asevery u, = U-(x,—2) . Iterates x, — z justasfast (ifatal) as u, - 0.

Thusno generality islost by assuming z=0=f(0), f'(0)=M: { } Adi(f'(0) = {O }— VvV

inwhich w" =v' =[0" 1], andtheforegoing Taylor seriesfor Nf(x) issimplifiedto ...
NFX) = S(M + f*ox+ 2+ L (P X+ 2 xex o+ ) X

=Ix—IM+f x+ i xex+ LM =L L) X
inwhich all derivatives of f(x) areevaluated at x = 0. Further progress requires a partition of

xR h'x
function of x. Similarly for thecolumn C-x, therow x:R" andthescalar h'-x . Infact
hx=v-f'"xv=v-:f"vx=[v-R hw]x soh=[v-R hw]=0det(f(x))/ox a x=0 as
expected, and h” # 0" hasbeen assumed. Later much of our analysiswill be affected by whether
the last element of h™, namely h'v, iszero.

f*x= {XX CX} inwhich Xx isan (n-1)-by-(n—1) matrix whose every element is alinear

e [0 et )32 (S e

Here aprocess akinto Gaussian elimination provides estimates
u(x) = det(l + Xx + O(x)?)/det(f' (x)) = U (h x + O(x)?) ,
column ¢(x) = —(1-Xx)-Cx + O(x)?,
row r'(x) = =R -(1-Xx) + O(x)?, and
matrix W(X) = I-Xx + p(x)-c(x)-r'(x) + O(x)?> as X — 0.
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X + U(x)-Ox)3 .

These estimates produce an estimate of Nf(x) = 2 {' “é’l ‘;

What happens next depends upon whether x approaches z (=0) too nearly tangentially to the
surface $ onwhich det(f'(x)) =0. If so, h'x = O(x)?, andthen p(x) = 1/O(x)? can be

arbitrarily big, so big that the computation of f (x)‘l-f(x) and thus Nf(x) malfunctions because
of roundoff if not division by zero.

To avoid that malfunction we must keep |h™x| >> O(x)?, though h*:x = O(x) , sothat termslike
H(x)-O(x)? stay no bigger than O(x) as x — 0. Under these circumstances W(x) = 1 + O(x)
andthen Nf(x) = 2([—ur" 1x)v +Ox)?=Ox)v + Ox)?. Thus, if Nf(x) isnot Ox)? it
islikely to take theform Nf(x) = Rv + O(R)? for sometiny scalar R=O(x) . Whether these

circumstances persist and avoid malfunctions depends upon whether the last element h™v of h’
IS zero.

If, asismost likely, h*-v # 0 then iterates of theform x = 3v + O(B)2 for sufficiently tiny
nonzero scalars B turninto Nf(x) = 2Bv + O(R)?= Ix because p(x) = 1/(Rh v + O(R)?) is

not too tiny, and then convergenceislinear with rate log(2) and iterates approach z along a
direction v thatis Transverse (not tangential) to the surface $.

In tbe unlikely casethat h™-v =0 theiteration’s behavior is difficult to predict because, although
iterates x tend often to come close to the form x = Rv + O(R)?, it istoo nearly tangential to $.

Summary.

If f(z)=0 and det(f'(2)) =0 and Newton’s iteration is started close enough to z but not too
much closer to thelocus $ onwhich det(f'(x)) =0, theiteration’s convergenceto z islinear
with rate log(2) provided atechnical condition ( d det(f'(x))/ox at x =z)-Adj(f'(2)) 20 is
satisfied by the second derivative f"(z), asisusualy the case. Thistechnical condition can be
described in terms of nonzero null-vectors v 20 =v -f'(z) and w# 0= f'(2)-w of singular

matrix f'(z): itisthat v'-f" (z)w-w # 0. Andtheniterates xy,; := X, — ' (x) ">-f(x) approach
the desired zero z very nearly like z + (rslzk) w for some small nonzero scalar constant 3.

Examplep:

For column 2-vector arguments X let column 2-vector p(x) :=a+B-x + XI ilgj /2 inwhich
X

2

o]0 =lp Jrcasfy §Camy - Now (gm0 ma w[y= s iz s

nonsingular, so Newton’'s iteration converges quadratically to thiszero of p asexpected. But
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7Y = i '(171)=1|0 O] - = =7 SO WW =
p(M) o0 hasasingular p(M) {2 7} now v =[10], W M and v -f"(2)ww=5%£0,
so Newton's iterates x; tend to this“double” zero z of p linearly like z + (/24w . Tryit!
Newton’s iterating function Np(X) :=x—p' (x)‘l-p(x) may tend to infinity as x tendsto the
parabolaon which det(p'(x)) = 0. The equation —det(p'(ﬁ )) = (§+n-7)%+55 —=51=0 of the
parabolais solved by its parametrization: & = &(T) := 7+ 81 —51% and n =n(1) :=51°—31-4.
Np(x) becomes indeterminate at two points on this parabola: Oneisthe“double’ zero z :m
and the second isthe point x :B‘j . As x approaches athird point {_31388;/4454 on the parabola, the

direction of Np(x)—x = —p'(x)™>-p(x) approaches tangency with the parabola; elsewhere than
near these three points, the direction of Np(x)—x throws Newton's iterate Np(x) violently
across the parabolaas x approachesit.

Parabola on which det( p'([x;y]) ) = O
T T

1

Exampleq:
For column 2-vector arguments x let column 2-vector q(x) :=a+ B-x + XI ml;j /2 inwhich
X
2

— |~ —|-2 0 —|1 2 —|2 3 -6\ = (-6} =

a—H,B—{0 2},C1—L J,CZ—L 4] Now q(u)—o and q(M)—O hasrank O sothe
anaysisdisplayed above cannot explain the linear convergence of Newton'’s iteration to thiszero
z. Worse, q(x) = o al aong thelinewhose equationis [1 1]-x =—2 and thereon, except at this
zero z, ('(x) isanonzero scalar multipleof [1 1]{1 1], sO v and w  are nonzero scalar
multiplesof [1 -1] whence v -f" (2)-w-w = 0. Consequently the analysis displayed above does
not explain why Newton's iterates X, converge to no zero of g on that line other than the zero

z:m, and convergesto it like z + (/24w . Tryit!
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