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Error Bounds Associated with Newton's lteration

W Kahan
Mat h. Dept .
Univ. of Calif.
Ber kel ey CA 94720- 3840

Suppose we seek a root =z of the equation f(z¥ = 0 where f(x)
Is a continuously differentiable vector-valued function of the
vector x in a norned space. Newton's iteration replaces a %uess
x by x - f'(x)-2f(x). repeatedly in the hope of convergence to

z . "|Is there some néighborhood around z wthin whichiteration
must converge to z ? And if convergence is assured, yet we
cannot iterate forever; at sone point we shall accept an

approximate zo despite f(zo) £0. Howcloseis zo to z ?
Caiml: If f is twice differentiable about =z , and if for
~~~~~~~~ sone positive & we find that v f’(x)-lf"(yz|| < 2/d
as x and range i ndependently throughout a bal
U X-2z]|| <&, then Newon' s iteration wll converge
otheroot z fromevery startin oint x in that
ball. Moreover, convergence is af |east quadratic.

This claimmerely reassures us that, under normal circunstances,
Newton’s iteration will converge rapidly to a root z from any
starting point close enough to™ z ; under normal circunstances
f'(z)-2 oes exist and f"(x) does stay bounded at all x near
Z, so0 a positive radius & has to exist.

Proof of Claim1l: According to Newton s divided difference
fg{nu]a, f(z) = é(é) ﬁaf;}%}%z-x) + P2f((z,x,x))(z-x)(z-x) where
[ i vided di

is the secon ference of f and, according to
mte s integral representation for divided differences,
N2f((a,b,c)) = The uniformy weighted average of f"(y)/2 as vy
_ ~runs over the triangle whose vertices are a, b,
If x lies in the ball |[|x-z|]] <&, so does the degenerate
trlanﬂle whose vertices are z, X, x_, and therefore so does vy ,
and therefore |[|[f'(x)-2f"(y)/2||] < 1/d, and therefore
[| f'(x)-2p2f((z,x,x))|| =" | Average of f'(x)-2f"( }/2 o)
< Average of IIf (x) = (3312 .
< :
Newton’s iteration replaces x by hbm$x) =x - f'(x)-2f(x) ; . b
using Newton's divided difference formula with f(z) = o we fin
Newm(x) - z = f’(x)-l?zf((z,x,x))(x-z) X-z) , whence follows that
1[“\'6 x) - z||10 < |1 (xX) P ((z, x, X)) [ [[x-z]|2/d < (llx-z][/Q)= .
Therefore, 'starting the Iteration Xn+a := New(Xxn) at any Xo
in the ball [eads t0o a sequence gxn} that stays in the ball and
| og( || Xn+2-2||/0) < 2 Io&i”xn-zn 0) < ... < 2n+1 [og(]|xo-2z||/d)
-> -0 as n-> o, as cl ai ned.
Who can wait until n -» o ? Instead we shall accept sone xn as
good enough; <call it zo. Howclose is it to a desired root 2z ?
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Claim2: |If we can find sone posrtlve o > || f'(x) 1f$20) [|
~~~~~~~~ t hr oughout the ball l olf| <&, then at |east
one root z lies in that baII.

Proof: Define a trajectory x = y(t1t) by solving the initial
val ue probl em
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Connent 1 : The sane conclusion could be drawmn froma different
%pothesrs o > || f’ gx) 1L f( ) |l Besi des bei ng stronger
arder to satrsf%) his Y pothesi's is affected by scal |n?
Placrn f(x) L or any invertible Irnear oper at or
ers the stronger. hypot esi s but does not affect the root z
nor Newton’s iteration, nor the dains roved above. And yet
t he stronger h pothesrs Is the one nore often applied: Gven a
constant ¢ > Y ) - 1| throquout a region known to be farther
than o frontall roots ot her t , we infer that || zo-2z|] < &
wherever ||f(zo)|| < & O .

L

Comment 2 : Claim2 concerns "at |least one root" instead of

"j ust one root" because the ball may contain nore than one root.
or exanpl e, X be a conplex variable, so that Hx” = | X]
and | et f&x} = 1-rex (x) so that z = Him ., Choose 2
and zo = hen f'(x)-f (zo) Eé x) (1 + exp(3. 130%
so |f (x) 1f(20)| =2 exp& Re x)) cos%} 565) I nsi de the ball
o, e( mhence foll ows that

f (x) 1f(zo)| < 2 exp(2rt cosﬁl 565) 6. 2077 <0d too. Two
roots z = + lie in the ball

Gaim3: [|f f varres so slowy that |1 - f'(zo)- 1fﬁ )| <1
~~~~~~~~ for all in sone convex region R that includes zo,

t hen f(x) can vani sh at nost once in R.
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Proof: W shall find that ( 2 x - f’ ( ;x "contracts”
R in the sense that (y)|L < H or all distinct x
and Y in R, and consequently t take no value, o
|r|F(0) rare)ﬁhan once in : |s Iast q aé ty)fgll(ovvs frlo
X y = - Y + T(X- T
s{ D fJ f(y+r<vx 15
< |x -
Here's an exanple nore typical than before. Let S efply Newt on’ s
iteration to so I ve (A- UP(A+U) + 2\ = 0 an 20( A- for
roots (A, V) = %O 0), -2, 0) or (3, +Vl 5) . KnOMAng t he
roots mekes error bounds’ eaS|er to conpare with errors. Now
X = #6 , o f(x) = ((Al&&&#%rzn ,  f(x) = 2(»* av3) , and
det (1'(x)) = 4( (A 1)2+v2-22) so f'(x)-* exists everymhere
except on the boundary of a circle of radius 2 around = (3)
| ndeed, f'(x)-2 = 2(23 awa)/det(f'(x))
Starting the iteration with =0 keeps v =0 in all iterates,
so the Iteration behaves just I|ke Newton’'s iteration a P|Ied to
solve A2+2\ =0 , except BOSSIny at A =3 where ¥
occur. Convergence to = -2 is rapid, frontan¥ initia
A not too big nor too near -1 . Suppose iterationis s opped at
= 0.001 SO Zo = g;- o1) f(ZO = (0. 0g=2001)
f'(x)-1f (zo) = 0.001000 (36A)/¥4- vz - (1-A)2) . LBlng the
l| Q|| = max{|Al, |vl} ,_. we Tind t hroughout a bal | ||x-20| < 0. 005
hat = || f'(x)-2f(zo)]|| < & = 0.00101 < 0.005 . Hence ||z-zof| < O .
Wth alitle work we may infer from Claim3 that no other root
x can satisfy ||x - zo|]] < 0.9 roughly.
Starting the iteration with A =3 keeps A =3 in all iterates,
so the Iteration behaves just Iike Newon's iteration applied to
solve 15 - vz =0 except possibly at v = 0 wher e may
occur. Other starting points |ead to nore conplicated behavi our.
Suppose iteration |s stopped at A =3.001, v =23.87, so
= (3:891) and 20) 8: 883392 1) ;  then
f'(x)-2f(zo) = 0.01 5505(A-3) + 0.00387v
-0. 01555050 + 0.00387(A-3) A 3%(A+1)+U2)
Thr oughout || x-zo|] < 0.005 , we find |[|f gx)-lf = 0.0033 .
After some work, we may infer from Caim t ha no ot her root
x can satisfy ||x - zo|] < 1.8 roughly.
After four roots z _have been found, how can we be sure that
there are no nore? That is an al gebraic problemfor which, in
general, no sinple nunerical solution exists.

The foregoi ng exanpl es were conparatively easy to handl e because

the derivative f' was not too conplicated. “In general, the
derivative can be far too conplicated to manipul ate synbolically by
hand; then different approaches are needed:

See Grcar’'s books and papers on Automated Differentiation;
and see books on Interval Arithnetic.






