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Abstract

Device and Circuit Techniques for Reducing Variation in Nanoscale SRAM

by

Andrew Evert Carlson

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Tsu-Jae King Liu, Chair

SRAM scaling, a major driver of microprocessor development, is threatened by increasing

variation in transistor parameters such as threshold voltage and gate length. With a

target-based model for device I-V characteristics, the effects of these variations on SRAM

performance can be well understood and predicted. A robust, iterative algorithm for

estimating SRAM cell yield is developed. The analysis is extended to time-dependent

reliability problems, and a statistical methodology for robust cell design is presented.

For future technology nodes, SRAM scaling will require device and circuit innovations

to suppress variation. Multi-gate devices and extended spacer lithography processes can be

used to reduce random variability at its source. Feedback circuits can be used to reduce

systematic SRAM variation after fabrication. Implementation of any one of these techniques

is expected to result in a significant yield improvement of several sigma. In combination,

these techniques are expected to enable robust SRAM scaling to the end of the roadmap.

Professor Tsu-Jae King Liu
Dissertation Committee Chair
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Chapter 1

Introduction: SRAM Scaling

SRAM scaling represents one of the greatest challenges to decreasing cost per function

in microprocessors. On-chip cache size has become increasingly important for high

performance applications, and it now presents more of a limit to microprocessor speed than

clock rate. The models and methodologies for the design of SRAM, an integral component

of microprocessor cache, have changed with time, as new tradeoffs and constraints have

emerged. Currently, continued scaling is threatened by variability in SRAM performance

and function. This work addresses the emerging threat of variability in three ways: by

advancing the understanding of the mechanisms of variation-induced SRAM failure, by

developing new devices and processes to address the sources of variation, and by proposing

new circuit techniques to compensate for existing variation.

1.1 Static Random Access Memory

1.1.1 Cell Architectures

An SRAM array is composed of many identical cells, small circuits that can each store

a single bit of information. The most common type of cell, the 6-T SRAM (Fig. 1.1a),

is named for the six transistors which comprise it. The cell consists of two cross-coupled

1



Figure 1.1. The most common SRAM cell architecture, the 6-T SRAM has two pull-
up transistors, two-pull-down transistors, and two pass-gate transistors (a). The
pull-up and pull-down transistors make up two cross-coupled inverters (b). Cells
are accessed by means of orthogonally-routed wordlines, WL, and bitlines, BL and
BL.

inverters (Fig. 1.1b), made up of the PMOS pull-up devices and the NMOS pull-down

devices. The cross-coupled inverters ensure that the internal nodes of the cell always contain

complementary values. Two NMOS pass-gate devices connect the internal nodes of the cell

to array-level bitlines and provide read and write access to the cell.

The 6-T SRAM is operated in the following way. To read the cell, the bitlines are

precharged to a high bias and the wordline voltage is raised. On the side of the cell storing

the logical zero, the bitline is discharged through the access transistor. Depending whether

the bitline on the “cell high” (CH) or “cell low” (CL) side is discharged, the cell is read

as a logical one or logical zero. To write the cell, the bitlines are driven to complementary

values and the wordline voltage is raised. On the side of the cell with the bitline at a low

bias, the internal node is discharged through the pass-gate transistor. The cross-coupled

inverters raise the bias on the opposite node and latch the new voltages in place.

From this simple description the two basic modes of SRAM failure can be understood.

During a read operation, the bias of the low internal node will increase, due to the current

through the pass-gate. If the bias rises above the switching point of the inverters, the cell

becomes unstable and may switch its state. This event is called a read disturb (Fig. 1.2a).

It can be prevented by ensuring the pull-down transistors are much stronger than the pass-

gate transistors. This ratio of device strengths is called the beta ratio and was an important

parameter in early SRAM design.

2



Figure 1.2. The two basic modes of SRAM failure are a read disturb (a), e.g. in
which discharge current through the pass-gate device raises VCH from a logical zero
to a logical one, and a write fail (b), e.g. in which discharge current through the
pass-gate is unable to lower VCH from a logical one to a logical zero.

The other primary mode of SRAM failure is a write failure (Fig. 1.2b). During a

write operation, the discharge of the internal node through the pass-gate must overcome

a restorative pull-up current through the PMOS device. Write failures can be prevented

by ensuring the pass-gate transistors are much stronger than the pull-up transistors. The

gamma ratio measures this quantity.

The 6-T cell remains the favorite of SRAM architectures because of these two simple

tradeoffs. A design can be virtually guaranteed to work by sizing the devices for high beta

and gamma ratios, but at the expense of cell area. In spite of the additional device and

processing challenges present in modern SRAM design, these fundamental tradeoffs with

area still hold true today.

To improve this tradeoff, several alternative SRAM architectures have been investigated.

The 4-T SRAM (Fig. 1.3a) removes two transistors from the inverters of the 6-T design

[1, 2]. 4-T SRAM has been shown to exhibit better read stability than 6-T for high supply

voltages [3] and for low voltages with independently-gated double-gate transistors [4, 5],

such as FinFETs [6]. The internal nodes hold complementary values as in the 6-T design;

however, the charge on the high bias node is supplied only during the write or through

delicate balancing of device off-state currents. It is therefore vulnerable to discharge during

a read operation or through leakage paths in the cell and requires periodic refreshing. It

is also susceptible to variability [5]. The recently-proposed 8-T SRAM (Fig. 1.3b) adds

two transistors to the 6-T cell as a separate read port [7]. It enhances read stability by
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Figure 1.3. The 4-T SRAM has a smaller area but is less robust than the 6-T cell
[1, 2] (a). The 8-T SRAM decouples the read and write operations to allow for
simultaneous enhancement, but it has a larger cell area and requires separate read
and write bitlines and wordlines [7] (b).

eliminating bitline discharge into the internal node, but at the expense of a larger cell. The

increase in cell area can be reduced by improvements in array efficiency through specific

addressing schemes, but not completely [8]. It is not yet clear how the write yield compares

to that of a 6-T design of comparable cell area and array size. Other SRAM architectures,

including 9-T [9] and 10-T [10, 11] have been proposed, but also have undesirable tradeoffs

in area, reliability, or performance compared to the 6-T design. The analysis presented in

this work therefore assumes a 6-T cell; however, the models and methods developed could

be easily extended to other cell architectures.

1.1.2 The Drive to Scale

In the design of SRAM, cell area is invariably the metric to optimize. Other metrics,

such as read stability or access times, are important insofar as constraints are met, but

smaller area is always the primary goal. SRAM scaling has historically followed Moore’s

Law, with the same economic drivers of speed and cost per function (Fig. 1.4).

SRAM scaling reduces memory access times by allowing more memory to be closer

to a logic core. In early microprocessors, before logic and memory were integrated on

the same chip, motherboard-based RAM arrays were used as cache memory to reduce the

delays associated with hard disk access. Tiny clusters of RAM cells were used as registers
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Figure 1.4. Reported SRAM sizes have historically followed Moore’s Law, with an
area reduction of 0.5× every 18 months. Data from [12, 7, 13, 14, 15].

within the core to accelerate program execution further. As transistor dimensions scaled, it

became possible to embed a memory cache in the same chip as the logic core, eliminating the

I/O and parasitic delays associated with off-chip communication, and memory access times

were drastically reduced. In fact, the development of embedded SRAM was instrumental in

defining a niche for SRAM among other types of memory, such as dynamic random access

memory (DRAM), non-volatile EEPROMs, and magnetic disks. Cache evolved into a multi-

tiered structure, with SRAM making up the fastest access memory (Fig. 1.5a). In modern

microprocessors, this trend has continued, such that SRAM cache itself has multiple levels.

For example, in recent Intel and AMD microprocessors, L1 (level one) cache contains a small

amount of the fastest memory cells. At the next level, L2 cache contains a large amount

of cells that are slightly slower, and so on. Memory access time is an emerging constraint

on the performance of microprocessors, and is best reduced by increasing the SRAM cache

size. Presently, a microprocessor’s L2 cache size is a commonly quoted specification, second

only to clock speed. Scaling cell area allows for a larger cache in the same area. Yamagata

notes that transistor scaling has not led to a commensurate reduction in microprocessor die
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Figure 1.5. SRAM is used in relatively small, on-chip cache memories for fastest
access (a). With continued scaling, the physical size of a microprocessor remains
approximately the same, and the additional area is filled with more memory (b).
Figures adapted from [16].

size, but rather more functionality has been integrated into designs of a comparable area

[16]. With ever increasing proportion, more functionality means more memory (Fig. 1.5b).

Together with the aforementioned tradeoff between cell area and functionality, the drive

to scale resulted in cell designs meeting minimum constraints in read stability. Early SRAM

designs could make use of minimum-width devices for the pull-up and pass-gate devices.

The gamma ratio for such a device would be a function of the mobilities in the process, γ ≈

µn/µp, which ensured sufficient write-ability before the advent of strained silicon technology.

The pull-down devices would be sized larger to meet the minimum beta ratio needed to

ensure stability. Such a cell design had the benefit of being directly applicable to a new

technology node with a simple shrink. A standard dimension reduction of 0.7x results in

a cell area of 0.5x. SRAM scaling was therefore automatic with transistor scaling, and

advanced models and custom design rules were not necessary.

In fact, the only metric of significant concern in early SRAM was that of read stability,

since the minimum beta ratio was desired to reduce cell area. Since Seevinck’s seminal work

in 1987, read stability has been quantified with the static noise margin (SNM), which is

defined as the minimum amount of noise needed to upset the state of the cell [17]. It is
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Figure 1.6. Static Noise Margin (SNM), a metric for read stability, can be
illustrated with the cell’s voltage transfer characteristics (sometimes called the
butterfly curves). The curves are generated by sweeping the voltage of one internal
node and measuring the voltage of the opposite node with the cell biased as shown.
SNM is represented by the side of the largest square that fits within the curves.
These curves were generated from measurements of a fabricated cell in an industrial
90nm SOI process.

commonly illustrated with the voltage transfer characteristics (Fig. 1.6, sometimes called

the butterfly curves) for the SRAM cell, in which it corresponds to the size of the largest

square that fits within the curves. Cells with SNM values of at least 25% of the cell supply

voltage, VDD, are generally considered to have excellent read stability. High SNM cells

generally feature a switching voltage near VDD/2 and high inverter gains around this point.

SNM remains the most significant SRAM metric today, but it is no longer sufficient to

guarantee array functionality.

1.2 Scaling Issues for Embedded SRAM

In the past few years, SRAM scaling has faced increasing challenges. Short channel

effects and the abandonment of constant field device scaling made existing SNM models

obsolete. The development of strained channels, which improve PMOS mobility more than

that of NMOS, has decreased cell write-ability to the point where its tradeoff with SNM has

become a significant aspect of SRAM design. As dimensions shrink, variations in transistor

performance degrade functionality and reduce yield. Devices which leak more in the off-
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state limit performance, constrain array architecture, and in extreme cases can cause cell

instability. With less capacitance, the internal nodes of a scaled cell are more susceptible

to leakage currents and other noise sources.

Transistor scaling

Under constant field scaling, all dimensions and voltages for a transistor were scaled

down so that the electric fields remained constant between technology nodes. This not

only maintained the same beta and gamma ratios for the scaled cell, it allowed SNM to be

modeled with closed-form equations [17]. Subthreshold current could be ignored, and long

channel equations for drain current (IDS) could satisfactorily model transistor behavior:

IDS =


µCox

W
2L(VGS − VT )2 VGS > VT and VDS ≥ VGS − VT

µCox
W
L VDS(VGS − VT − VDS

2 ) VGS > VT and VDS < VGS − VT

0 VGS ≤ VT

(1.1)

where µ is the carrier mobility, Cox is the gate oxide capacitance per unit area, W is the

width of the device, L is the gate length, VGS is the voltage on the gate with respect to the

source, VDS is the voltage on the drain with respect to the source, and VT is the threshold

voltage of the transistor.

In modern MOSFETs, subthreshold and gate leakage currents inhibit continued scaling

of VT and Cox. Weak-inversion currents have become significant in determining the voltage

transfer characteristics for modeling SNM. Furthermore, short channel effects such as

drain-induced barrier lowering (DIBL), channel length modulation, and velocity saturation

complicate the equations and make the old models obsolete. Of these effects, DIBL is

particularly deleterious to SNM, since it reduces inverter gain at high supply voltages.

In addition, the ratio between on-currents for NMOS and PMOS has decreased with

scaling, due in large part to the development of strained silicon channels (Fig. 1.7). Strain

technologies have improved hole mobility µp more than electron mobility µn. Although

beneficial for speed in logic devices, this can degrade SRAM write-ability. If minimum-
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Figure 1.7. Recent advances in high performance CMOS have narrowed the gap
between reported NMOS and PMOS drive currents (Idsat), measured at VDD = 1.0V
and Ioff = 100nA/µm. [18, 19, 20, 21, 22, 14] For SRAM cells with minimum-width
pull-up and pass-gate devices, this scaling trend results in a decrease in write-ability.

width pull-up and pass-gate devices are retained, the gamma ratio of the cell is reduced.

The pass-gate must be made larger to maintain the original gamma ratio, but this requires

a proportional increase to the pull-down device to maintain the same beta ratio. It thus

becomes more difficult to scale cell area at the historical rate.

Variation

The problems caused by transistor scaling are exacerbated by the emergence of process

variations. Variations in transistor parameters such as threshold voltage, gate length, or

channel width affect the transistor’s drive strength. In an SRAM cell, this may affect the

SNM, write-ability, or access times. Symmetric circuits like the 6-T SRAM cell are especially

vulnerable to mismatches in the strengths of paired transistors. As transistor dimensions

scale down, the impact of process variations increases, and the cell yield drops.

The issue is compounded by the increasing SRAM array size. Cache sizes of several

tens of million identical cells are common. To achieve high yield for the entire array, the

nominal cell design must now have a very large margin for variation of at least five or six

standard deviations. As cache sizes increase, the required margin will continue to grow.
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Thus with continued SRAM scaling, cell yield will decrease even as arrays require higher

yielding cells. This makes variation the greatest challenge to SRAM scaling.

Leakage current

In allowing greater subthreshold and gate leakage currents, transistor scaling can curb

further SRAM scaling and degrade cell stability. Subthreshold leakage through the pass-

gate transistors of many inactive cells can compete with the current through a single active

cell to impair read access times. A constraint on the array column height, the number of

cells on each bitline, may be needed to meet access time constraints [23]. Leakage currents

through the power supply for several million cells can consume a significant portion of the

power budget of a chip [24]. Gate leakage currents within the SRAM cell have been shown

to degrade SNM and may also affect write-ability [25, 26]. With continued scaling, the

capacitance on the internal nodes of a cell decreases. Thus the amount of charge needed to

disturb a cell decreases, while the magnitude of leakage current increases.

Soft error rates

The reduction in capacitance is also significant for soft error events, in which the state

of an SRAM cell is upset by the introduction of a large impulse of noise to the internal

nodes. Soft error rates describe the frequency with which external events such as alpha

particle collisions can cause a read disturb. As SRAM scales down, the incidence of soft

error rates increases and poses a significant reliability challenge [27, 28].

In summary, there are several major challenges for continued SRAM scaling, and they

are all growing worse. Scaled devices obsolete SRAM models and require new cell designs

for each technology node. They are more sensitive to process variations, have increased

leakage currents, and are more susceptible to external noise. Each of these issues is an area

of current research. This work focuses on the most problematic of these, variation.
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Figure 1.8. The variance of the threshold voltage of a MOSFET increases in inverse
proportion to channel area due to random dopant fluctuation. The points in this
plot are generated by Monte Carlo simulation, but the effect has been observed
experimentally in several technologies [29].

1.3 Studies of Variation

1.3.1 Dopants and patterning

One of the most significant sources of process variations for current VLSI transistors

(LG > 20nm) is random dopant fluctuation [29]. To achieve a channel dopant concentration

of 1019 atoms/cm3 in a scaled MOSFET with dimensions less than 50nm, fewer than 100

dopant atoms are required. The displacement or absence of only a few dopants can result in

threshold voltage variations. Fig. 1.8 illustrates the increase in the standard deviation of VT

as a function of channel area (W×L) [29]. Threshold voltage variation due to random dopant

fluctuation increases proportionally with 1/
√

WL [30]. With further scaling, discrete effects

from displaced source and drain dopants may add to the variation. Recently, experimental

studies have shown random dopant fluctuation is responsible for the majority of long channel

VT variation; however, it does not explain all the variation in NMOS VT [31].

A second source of variation, which is becoming increasingly significant with continued

scaling, is patterning. The edge of a printed line exhibits roughness on the scale of 5 nm,

primarily due to polymerization effects in the photoresist [32]. This line edge roughness
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Figure 1.9. The variance of lithography-defined patterns becomes more significant
with continued scaling, due to phenomena such as line edge roughness (LER) (figure
adapted from [32]) and proximity effects [33, 34]. The effects are manifest in the
gate lengths and channel widths of a 0.79µm2 SRAM cell after gate patterning [35].

(LER) becomes significant for dimensions smaller than 50 nm, such as gate length or channel

width (Fig. 1.9). Although the variance in line width decreases as the nominal width scales

down, proportionally its magnitude increases. This is especially significant for undoped

multi-gate devices (e.g. FinFETs) in which VT is set by the thickness of the active region.

In addition to LER, a critical dimension can vary due to image effects from proximity or

corner rounding. Printed patterns with sharp corners exhibit a rounding of the feature at

spatial frequencies beyond the resolution of the lithography system, affecting the width of

the feature near the corner. SRAM gate length has been shown to vary as a function of the

layout of the gate and nearby features [33, 34].

Additional sources of variation can be present in strain application or contact resistance;

however, these sources are not yet significant for SRAM.

1.3.2 Contemporary work

Variation in SRAM is currently an active area of research, with several yearly reports

on measured yield or SNM specifically [36, 37, 38, 39, 21, 22, 40]. Among all types of

variations, Venkatraman et al. reported that uncorrelated random variations dominate,

based on measurements of 90nm node devices [41]. Yamaoka et al. reported that the
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standard deviation of these variations can depend on systematic variations at the array or

wafer level [42]. In some designs, these variations can affect the write-ability of the cell more

than SNM [43]. Statistical or “variation-aware” design methodologies are now indispensible

[44, 42, 45].

Such methods require fast and accurate models for critical SRAM metrics.

Unfortunately, the models with closed-form equations for SNM are no longer accurate

for short-channel devices that operate near threshold. Recent models that do achieve

a closed-form or semi-analytical expression for SNM make large approximations at the

expense of accuracy [46, 47, 48]. They are fast, but not accurate. Other modeling efforts

have derived new SRAM metrics [49, 50] or taken a probabilistic approach [51, 52], but

lack the tractability or the fundamental basis of SNM. New metrics also take time to

be embraced. Although several write-ability metrics have been proposed [49, 43, 53], a

consensus has not yet emerged.

A common practice for SRAM modeling is circuit simulation, with a program such as

SPICE, using advanced device models and Monte Carlo methods to estimate yield. This

approach is accurate, but not fast. Accurate device models must be developed, which

can be difficult and time-consuming in a developing technology. For transient simulations,

the parasitic resistances and capacitances of a layout must also be modeled, which can

require multiple iterations of process characterization. Monte Carlo simulations require

many iterations as well. Nevertheless, this approach can yield useful evaluations of the

sensitivities and variability of an SRAM design [54].

For process or device technologies where accurate circuit models are not yet available,

the mixed-mode capability of a device-simulator such as TAURUS [55] is generally

used. Although these simulations require even more computing time, they enable useful

observations on the scaling behavior of SRAM. Such simulations have shown that multi-

gate devices will be attractive for SRAM due to improved control of short channel effects

and reduced variability [4, 56, 57, 58]. Furthermore, devices with undoped channels are

expected to greatly reduce variability by mitigating random dopant fluctuation [59, 60].
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Such simulations can influence the development of new devices to reduce variation. Dixit

et al. have begun investigating the variability of fabricated FinFET SRAM using a spacer

lithography patterning technique to reduce LER [61]. Okayama et al. introduced a fully

silicided gate to reduce VT variation from dopant penetration [62]. Reducing variation at

the device level enables a higher-yielding SRAM cell.

In addition to these efforts, new circuits have been proposed to compensate for increasing

variability. By modifying the body bias of blocks of several SRAM cells, yield metrics such

as fail counts and minimum operating voltage (Vmin) can be improved [63, 64]. Wordline

biasing can also be used to tradeoff read stability and write-ability [65]. Read stability can

be improved by limiting the amount of charge flowing into a cell [66, 67]. The primary

tradeoff of these techniques is an array-level increase in area.

1.3.3 This work

This work aims to facilitate continued SRAM scaling in three ways: by furthering

the understanding of variation and its sources in an SRAM cell and by developing a new

modeling approach to accelerate statistical design methods, by investigating new devices

and processes to reduce the sources of variation, and by proposing new SRAM circuits to

compensate for increasing variability.

In chapter 2, a new modeling approach is presented that is both fast and accurate for

read and write SRAM metrics. Unlike previous closed-form or semi-analytical models, this

approach uses several device-specific I-V targets for improved accuracy. Approximations are

made to the non-critical parts of the I-V curves, eliminating the need for time-consuming

device simulation or model development. This modeling approach is used to investigate cell

sensitivities. A statistical design methodology using these sensitivities is proposed as a fast

alternative to Monte Carlo iteration. The model is used to provide insights into mechanisms

of SRAM failure over time.

In chapter 3, methods to reduce process variation from random dopant fluctuation and
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lithography are proposed. Device architectures that do not rely exclusively on dopants to

set VT , such as undoped FinFETs, are proposed to enhance estimated SRAM yield. SRAM

cells with straight active features are shown to have reduced variation due to lithography,

and an extended spacer lithography process is developed to enable high-density integration

with low variability. Spacer-defined circuit design is demonstrated for a 0.0512µm2 SRAM

cell, which could be scaled smaller than any previously-reported SRAM.

In chapter 4, circuit techniques to cope with process variation are presented. A circuit to

sense and correct systematic and large-area variations is demonstrated to optimize the read

/ write tradeoff over a wide range of operating conditions. A technique to estimate process

variability from SRAM metrics and probabilities is proposed, enabling SRAM measurements

as a form of in situ characterization to accelerate process development. FinFET-based

SRAM designs with independent gating are introduced and analyzed to enhance read

stability and write-ability, allowing six sigma yield for supply voltages as low as 0.4V.

Individually or in combination, it is hoped that these techniques may advance SRAM

development through the next several technology nodes. The modeling approach of chapter

2 is already starting to be adopted in industry. Some kind of transition to new devices,

processes, or circuits is widely expected for SRAM specifically, and it is the goal of this

work to help facilitate such a transition.
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Chapter 2

Understanding Variation in SRAM

2.1 Introduction

Effective reduction of variation in SRAM metrics requires a thorough understanding

of its origins. Although measured SRAM variations have been linked generally to process

variations, it is not initially obvious exactly how such variations cause failures. Do all

variations matter equally, on all devices? Are correlated variations significant, or do

mismatch variations dominate? These kinds of questions require accurate modeling of

SRAM metrics down to the device parameters. Understanding the mechanisms of how

parameter variation affects these metrics can inform cell and array design and improve

SRAM performance and yield.

SRAM variability has become so significant of a concern that it now influences device

and technology design. Novel processes have been presented to reduce variation caused

by line edge roughness [1] and dopant penetration [2]. Gate length scaling in SRAM has

slowed to reduce variability further. To gauge the effectiveness of design options at this

level, a model is desired that can estimate SRAM metrics without the need for process

development and characterization. To estimate potential yield, it must be able to simulate

quickly across a wide range of perturbations. Although the mixed-mode capabilities of

a device simulator could provide excellent accuracy across such a range, these simulators
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Table 2.1. Device Operating Modes

Device A (VDD = 1.2V ) B (VDD = 0.6V )

PD1 linear linear

PD2 saturation subthreshold

PG3 saturation weak saturation

PG4 subthreshold subthreshold

PU5 subthreshold subthreshold

PU6 linear linear

Figure 2.1. As VDD scales down but VT stays constant, the operating modes of the
SRAM devices change, requiring new equations to represent the voltage transfer
curves. Points A and B illustrate the change at two operating points relevant to
calculating SNM. In particular, the transition of PD2 into subthreshold requires
subthreshold I-V modeling at low VDD.

provide far more information than what is required and are notoriously slow for it. A better

solution is a model that accurately represents SRAM metrics as a function of individual

device parameters. For ideal speed, the model equations should be in closed form or at least

require only a minimal amount of iteration.

Under constant field scaling, such a model was feasible. Seevinck et al. presented a

model derived from the long channel I-V equations of the square law, Eqns. 1.1 [3]. With

that model, SNM could be expressed as an equation of basic device widths and lengths by

solving for the butterfly curves directly. The model made several approximations, which

have since proved obsolete, including ones for the operating modes of the transistors. Fig.

2.1 illustrates how operating modes can change for two points relevant to SNM calculation.

The mode of operation determines which of Eqns. 1.1 is used. A change in modes

requires the derivation of a new expression for SNM. Although the algebra is tedious, a

closed-form expression can be achieved for many cases; however, the accuracy is significantly

degraded when subthreshold current becomes significant. This is the case in Fig. 2.1 for

PD2, which transitions into subthreshold operation. Assuming a strict cutoff of IDS = 0 in
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subthreshold (e.g. as in [4]) distorts the shoulder of the butterfly curves around point B,

resulting in a 19% overestimation of SNM.

To accurately estimate SNM for this case, two adjustments must be made. Subthreshold

or, specifically, weak-inversion current must be modeled around VT . This has an exponential

dependence, which diminishes the number of cases with a closed-form solution. Secondly,

threshold voltage must be treated separately for each device, with dependencies on

individual parameter variations. A drain bias dependence must also be included for devices

with significant short channel effects.

Recent models have therefore struggled to provide fast and accurate estimates for SNM.

Calhoun and Chandrakasan solved SNM for deep subthreshold operation only, and for only

minor parameter variations [5]. Chen et al. introduced a model for the butterfly curves

using the Butterworth filter function to sidestep the complicated equations; however, the

accuracy of the derived SNM is limited and the butterfly curves are divorced from the device

parameter dependencies [6]. In spite of this, the authors rightly observe that accurate SNM

modeling does not require accuracy in all sections of the butterfly curves. Only four parts

of the butterfly curves are important for accurate SNM modeling: the point A or B from

Fig. 2.1, its complement on the lower half of the square, and the corresponding points on

the opposite lobe.

2.2 Model Development and Validation

This work proposes a semi-analytical model to provide simultaneous fast and accurate

estimates for SRAM metrics, including SNM. Rather than generating several equations to

approximate SNM in various limited regions or generating approximations of the butterfly

curves, this model generates an analytical expression for device I-V behavior. The butterfly

curves are generated through iterated, numerical solution. This approach is similar to that

employed by circuit simulators such as SPICE; however, the inputs consist of only a few

device I-V targets, rather than an advanced deck of hundreds of parameters. It therefore
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can be fit to a device technology with less characterization. From these targets, a limited

number of parameters for short-channel I-V equations are calculated, such that the model

is guaranteed to be accurate at every target.

Short-channel I-V equations are chosen to provide the model with a generic basis

on device physics, including effects that correspond to channel length modulation, drain-

induced-barrier-lowering (DIBL), velocity saturation, and bulk charge effects (adapted from

[7]) .

IDS =



µsCox
W

2mL
(VGS−VT )2

1+
VGS−VT

EsatL

(1 + λVDS) + Isub

(
1− e

VDS
Vth

)
VGS > VT and

VDS ≥ VGS−VT
m

µlCox
W
L

VDS(VGS−VT−
mVDS

V0
)

1+
VGS−VT

EsatL

(1 + λVDS) + Isub

(
1− e

VDS
Vth

)
VGS > VT and

VDS < VGS−VT
m

Isub

(
1− e

VDS
Vth

)
e

VGS−VT
S VGS ≤ VT

(2.1)

where Cox is the gate oxide capacitance per unit area, W is the width of the device, L is the

gate length, VGS is the voltage on the gate with respect to the source, VDS is the voltage

on the drain with respect to the source, Isub is the constant current definition for VT , and

VT is the threshold voltage of the transistor as a function of drain bias:

VT = VT0 −DVDS (2.2)

The other parameters are used for fitting. Separate carrier mobilities µl and µs are used

for linear and saturation, respectively, to improve the fit. To ensure continuity between

operating modes, a parameter V0 is introduced such that

V0 =
1

1− µs

2µl

(2.3)

λ is a fitting parameter corresponding to channel length modulation, D represents DIBL,

Esat determines the amount of velocity saturation, and S represents the subthreshold swing.

For ideal MOSFETs, the parameters S and m are equivalent and represent the degree to

which the gate has control of the channel. In this work, a separate, global m parameter is
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Figure 2.2. The seven parameter model introduced in this work can be used
to approximate MOSFET I-V behavior even if the equations are not physically
accurate. Model-generated IDS−VGS curves (a,b) at VDS = 0.1, 1.0V and IDS−VDS

at VGS = 1.0V (c) exhibit good agreement with the reported I-V of a Schottky
source/drain FinFET with 15nm gate length [8]. The accuracy is within 15% at all
points with IDS ≥ 1µA/µm and 0 ≤ VDS , VGS ≤ 1V.

used to improve overall I-V agreement, and is not used to fit to individual devices. In all,

there are seven independent device-specific parameters, µl, µs, λ, D, Esat, S, and VT0, in

addition to device dimensions W and L.

To the extent that a modeled device exhibits short-channel phenomena, the I-V curves

are accurate; however, the curves provide a reasonable approximation even in the presence

of non-idealities or fundamental differences in carrier transport. As long as the true I-V

curves of the device resemble those of a planar MOSFET, the model will be relatively

accurate. This enables the model to represent advanced devices such as FinFETs without

exact knowledge of the true I-V equations. Fig. 2.2 illustrates better than 15% agreement

over 1µA/µm of this model with the reported I-V from a Schottky source/drain FinFET

with 15nm gate length [8].

For the purpose of modeling SRAM, accuracy can be improved if the I-V targets around

which the model is most accurate correspond to the operating biases most critical for

modeling SNM and other metrics. Fig. 2.3 illustrates the biases of interest for NMOS

and PMOS devices at key points on the butterfly curves. The most important regions are
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Figure 2.3. The drain and gate biases of the six SRAM devices (squares) for the key
points for SNM and write-ability at VDD = 1.2V (inset). The important regions are
at high VGS or high VDS and suggest locations for I-V targets (circles) to improve
model accuracy. By choosing I-V targets near these key biases, the accuracy of the
model is improved.

Table 2.2. Model I-V Targets

Target IDLIN IDSAT IDLO IDHI IOFF VTLIN VTSAT

VGS 1.0V 1.0V 0.5V 1.0V 0.0V N/A N/A

VDS 0.1V 1.0V 1.0V 0.5V 1.0V 0.1V 1.0V

at high VGS or high VDS . It is convenient that a number of commonly used I-V targets

cover these regions. Table 2.2 lists the seven I-V targets used in this work.

These targets are also chosen such that there exists a one-to-one relation between them

and the device parameters of Eqns. 2.1. The device parameters can then be solved as a
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function of the I-V targets:

µl =
µl0

1− VTLIN − 0.1 m
V0

(2.4)

where µl0 =
[
IDLIN − Isub

(
1− e−0.1/Vth

)] 1 + 1−VTLIN
EsatL

0.1Cox (1 + 0.1λ)
(2.5)

and V0 =
1− µs

2µl0
(1− VTLIN )

1− µs

0.2mµl0

(2.6)

µs =
2m (IDSAT − Isub)

(
1 + 1−VTSAT

EsatL

)
Cox (1− VTSAT )2 (1 + λ)

(2.7)

λ =
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0.9
(2.9)
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(
1−VTSAT

0.5−VTSAT

)2
− (1− VTSAT )(IDSAT − Isub)
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(

1−VTSAT
0.5−VTSAT

)2 (2.10)

S = − VTSAT

ln( IOFF
Isub

)
(2.11)

VT0 = VTLIN + 0.1D (2.12)

For an SRAM cell, the voltage transfer characteristics are generated by balancing the

currents at the internal nodes. For example, during a read operation, current flows out of

the internal node CL through PD2 and into the node through PG4 and PU6. For a given

voltage on the complementary node VCH , the voltage VCL is that which satisfies

ID2 (VGS = VCH , VDS = VCL) = ID4

(
VGS = VBL − VCL, VDS = VBL − VCL

)
(2.13)

+ID6 (VGS = VDD − VCH , VDS = VDD − VCL)

where IDx is the drain current through device x. Eqn. 2.13 is valid for a 6-T cell in which

the only current paths are between drain and source of the three devices. It can be easily

modified to accommodate other cell architectures, such as 8- or 10-T designs, or other

current paths, such as gate leakage. High levels of gate leakage current can degrade cell

stability [9]; however, moderate levels of 100 nA/µm at VDD = 1V result in small (< 1 mV)

changes to SNM. Even while ignoring contributions from these current paths, in many cases
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Figure 2.4. Write-ability is measured by the write-ability current, IW , defined as the
local minimum of the net current out of the internal node (a), with the cell biased
as in (b). The data is extracted from measurements of a typical 90nm node SOI
cell.

there is no closed-form solution to eqn. 2.13, so iteration is used. Static noise margin can

be solved by rotating the voltage transfer characteristics 45 degrees and finding the local

maxima, following [3].

An advantage of a numerical approach is that it can be quickly adapted to evaluate any

kind of DC SRAM metric, including those for write-ability. Several write-ability metrics

have been proposed, with no clear consensus on the best one [10, 11, 12, 13]. This work

uses a write-ability current metric proposed by IBM, and illustrated in Fig. 2.4 [10, 14].

To determine the write-ability of one half of a cell, the cell is biased with VBL = 0. The

current ICH is defined as the net current flowing out of the node, e.g.

ICH = ID3 (VGS = VWL, VDS = VCH)− ID5 (VGS = VDD − VCL, VDS = VDD − VCH)

+ID1 (VGS = VCL, VDS = VCH) (2.14)

Since VCL is usually small in the interesting case, the last term is often neglected. ICH can

then be thought of as the current difference between the pass-gate device PG3 discharging

the node and the pull-up device PU5 resisting the write. When plotted against VCH , the

curve takes a characteristic “N” shape. The minimum of this curve above the trip point of

the inverter is the write-ability current, IW . A higher IW corresponds to a more write-able
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Figure 2.5. Using only seven I-V targets from TAURUS simulations of a FinFET
with 22 nm gate length, the fast model presented in this work can accurately
represent the full I-V behavior. The seven targets indicated by arrows are presented
in Table 2.2.

cell, and IW ≤ 0 indicates a cell that cannot be written. As with SNM, there is an IW

corresponding to each half of the cell.

This model can therefore estimate SNM and IW in a fast and accurate manner, even if

the underlying I-V equations are not exactly correct. TAURUS device simulations are used

to generate I-V curves for a FinFET with 22 nm gate length. Using these curves only at

the targets of Table 2.2, the full I-V behavior of the FinFETs can be accurately modeled,

for both NMOS and PMOS (Fig. 2.5). The modeled I-V relationships can also be used to

solve for the voltage transfer characteristics of the SRAM cell or to generate “N” curves

for write-ability analysis. The butterfly curves and write-ability curves generated from the

model exhibit excellent agreement with those generated using the mixed-mode simulation

capability of TAURUS (Fig. 2.6).

This model has also been validated against measurements of several hundred bitcells

over a range of process options, applied biases, and temperatures. SRAM bitcells were

fabricated in a “padded-out” layout, such that the internal nodes of the cells were accessible
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Figure 2.6. Using I-V parameters from TAURUS simulations of a FinFET with 22
nm gate length, the fast model presented in this work can predict the butterfly (a)
and write-ability (b) curves for an SRAM cell. The fast model curves show excellent
agreement to curves generated with the mixed-mode capability of TAURUS.

for probing. To validate the model, I-V curves were measured for each of the six transistors

in the cell. SNM and IW were then measured over a range of different biases from 0.6V to

1.2V and compared to model predictions based only on a small number of measured I-V

targets: IDLIN , VTLIN , and VTSAT . Figure 2.7 illustrates very good agreement between the

model prediction and the actual measurement for a 90nm industrial process. Predictions

from older SNM models are also generated to emphasize the need for this new approach

[3, 4]. For the older models, a parameter representing µCoxW/L was extracted from IDLIN

and VTLIN using eqn. 1.1. This parameter and VTLIN were entered for each transistor

into the models of [3, 4]. The resulting SNM predictions show very poor agreement with

the measured values because short channel effects are neglected. The model still shows

good agreement if the process is changed. Figure 2.8 illustrates SNM and IW agreement

under two process alterations, including the incorporation of a tensile strain layer. This

adjustment strengthens the NMOS transistors relative to the pull-up devices, resulting in

an improvement to IW and a slight decrease in SNM. This model also shows promising

validation results to prototype cells fabricated in a 65nm technology, even if an alternative

read stability metric [10] is used (Fig. 2.9).

Overall, the accuracy of the model is very good, especially compared to other simulations
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Figure 2.7. The model shows very good agreement to measured SNM and IW from
SRAM cells fabricated in a 90nm industrial process. The one-to-one agreement is
much better than that of the Seevinck [3] or Ichikawa [4] models, which became
obsolete with scaling as short channel effects and subthreshold currents increased.

Figure 2.8. Agreement is still very good even under two separate adjustments to the
fabrication process. The addition of a strain layer to enhance N-channel mobility
(below) has the effect of decreasing SNM but increasing IW .

31



Figure 2.9. The model also shows very good agreement to measurements from an
early prototype of a 65nm SOI cell. Here a read current metric (IR) was used as an
alternative to SNM. Good validation is also seen to SRAM cells fabricated in a 45nm
bulk process, further validating this approach among different device technologies.

at the same speed. The accuracy is not perfect, though, and there are some scenarios

under which the fit is poor. The model should not be used for cells with voltage supplies

significantly higher than 1.0V, for example, since the I-V targets are fit only within the

range of 0 ≤ VDD ≤ 1.0V . Equations 2.4 – 2.12 make assumptions about the operating

modes of the I-V targets, in particular, VTSAT > 0V and VTLIN < 0.5V. For devices with

very low or very high VT , new I-V targets should be used or the current definition for VT

should be changed in order to meet this criterion. In practice, fitting the model to a specific

device technology can require these or other small adjustments, but once fit it will provide

accurate I-Vs even for devices with several standard deviations of parameter variations.

2.3 Impact of SRAM scaling trends

Besides accuracy, an advantage of this model over closed-form equations is that it can be

rapidly adapted to variations in device parameters such as W , L, or VT0. Small variations

can be made to a parameter individually to evaluate the sensitivities of SNM and IW .

These sensitivities identify which parameters, in which devices, are most important for

determining cell yield. They can illustrate the impact of device scaling or the introduction

of new technologies, and they are invaluable for estimating yield.
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Figure 2.10. Sensitivities of SNM (left) and IW (right) for the CH node, to device
parameters W , L, and VT0 at VDD = 1.2V.

The sensitivities of SNM and IW to a device parameter x on device i is defined as

∂SNM/∂xi and ∂IW /∂xi, respectively. They can be determined from simulations by

varying xi in small amounts, as illustrated in Fig. 2.10 for the CH side of the cell at

VDD = 1.2V . In these simulations, a cell with I-V targets representative of a 65nm node

planar SOI transistor are used (Table 2.3).

In most cases, SNM and IW exhibit a linear response to small variations in xi. The

sensitivities are the slopes of these lines, with higher slope indicating a greater sensitivity.

SNM is most sensitive to L variations in the PD1, PD2, and PG3 devices and to VT0
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Table 2.3. 65nm I-V Targets and Parameter Variations

(VT is extracted at 300 nA/µm for NMOS (PD & PG) and 70 nA/µm for PMOS (PU))

Nominal I-V Targets

IDLIN IDSAT IDLO IDHI IOFF VTLIN VTSAT

(µA/µm) (µA/µm) (µA/µm) (µA/µm) (nA/µm) (V ) (V )

VDS 0.1V 1.0V 1.0V 0.5V 1.0V 0.1V 1.0V

VGS 1.0V 1.0V 0.5V 1.0V 0.0V

PD 700 1600 220 1400 30 0.30 0.21

PG 700 1600 220 1400 30 0.30 0.21

PU 100 500 90 350 30 0.25 0.16

Parameter Dimensions and Standard Deviations

W (µm) L (µm) σW (nm) σL (nm) σV T (mV )

PD 0.12 0.038 2.0 2.6 18

PG 0.06 0.038 2.0 3.8 25

PU 0.06 0.038 2.0 3.8 25

variations in the PD2 device. It is also sensitive to width variations in PG3, to L variations

in PU6, and to VT0 variations in PD1 and PG3, but to a lesser extent. For the CL side

of the cell, the sensitivities are switched between paired devices, e.g. ∂SNMCH/∂L1 =

∂SNMCL/∂L2.

The high sensitivities to L reflect the importance of DIBL at high VDD. Variations in

L1 and L3 change the effective VT of these devices and thereby affect the cell’s stability

during a bitline discharge. An increase in L1 weakens PD1, shifting the lower shoulder

of the butterfly curves up and decreasing SNM (Fig. 2.11). A decrease in L3 strengthens

PG3, linearizing the lower shoulder of the butterfly curves and decreasing SNM. SNM is

also affected by the position and shape of the upper shoulders of the butterfly curves. A

smaller L2 decreases the gain of the PD2-PU6 inverter, resulting in a rounder shoulder and

less SNM. A decrease in VT2 pulls in the upper shoulder, decreasing SNM as well.

The importance of PD2 to SNM on the CH node underlies the motivation for variation-

aware SRAM design. In the introduction to beta ratios in section 1.1.1, only the devices
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Figure 2.11. Variation in certain device parameters such as L1, L2, L3, and VT3 can
degrade SNM by changing the shape of the butterfly curves.

in the same half of the cell were considered important. Sensitivity analysis reveals that not

only are the variations in both pull-down devices of comparable importance, but they have

opposite effects. An increase in the strength of PD1 is approximately as good for SNMCH

as it is bad for SNMCL. In other words, a process variation that strengthens both the

pull-down devices has less of an effect than one that causes a mismatch between them.

Fig. 2.12 illustrates the SNM sensitivities to mismatch and common mode VT variations

by device type. Mismatch mode variations dominate for the PD devices, whereas common

mode variations are negligible. This reflects the nearly opposite sensitivities of PD1 and

PD2 in Fig. 2.10. Mismatch mode variations are of comparable importance to common

mode variations in the PG devices, since the sensitivity to PG4 is nearly zero. The same

can be said for the PU devices, and the trends are similar among W and L variations as

well. In the aggregate, the sensitivities to mismatch are approximately three times greater

than those to common mode variations. For write-ability, the sensitivities are more evenly

split between mismatch and common mode.

To some extent, this allows for the adjustment of cell SNM with a process or design

change that affects all of one type of devices, such as changing an implant condition to

increase NMOS VT . The increase to SNM from PD2 will be mostly offset by the decrease
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Figure 2.12. SNM exhibits much greater magnitudes of sensitivity to mismatch mode
variations in the PD devices than to common mode variations. In the aggregate,
the overall SNM sensitivity to parameter (W , LG, and VT0) mismatches are almost
three times higher than those to common mode variations. For write-ability, the
sensitivities are more comparable between the two modes.

from PD1, but the effect from PG3 will be unopposed. Unlike with the pull-down devices,

the tradeoff with pass-gate device parameters is not with the other half of the cell. The

sensitivities of SNMCH to PG4 parameters is zero, so the net result will be an increase to

SNM. Instead, the pass-gate tradeoff is against write-ability. Increasing pass-gate VT0 will

decrease IW , since the pass-gate weakens relative to the pull-up device. At high voltage,

variations in pass-gate L, W , and VT0 dominate, and the other devices are of negligible

importance. Considering the IW definition as a difference between pass-gate and pull-up

currents, one might expect the sensitivities to be shared between these devices; however, at

the point where IW is measured, at the local minimum of the ICH N-curve, the inverter is

switching and the gate overdrive on the pull-up is decreasing. The sensitivity of IW to PU5

can increase as IW gets closer to zero, with increasing amounts of variation or lower VDD,

but under most conditions PG3 will remain dominant.

The most significant effect of lowering VDD is a shift in the sensitivities away from

device parameters like W and L toward VT0 (Fig. 2.13). In part this reflects a decrease

in DIBL (due to smaller drain biases) and an increase in the importance of VT with small
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Figure 2.13. Normalized sensitivities of SNM (left) and IW (right) for the CH node
are a function of VDD. In general, the sensitivities to W and L decrease as the effect
of DIBL decreases and subthreshold currents become significant.
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VGS . Given saturation currents of the form IDS ∝ W
L (VGS − VT )2, then

∂IDS/∂VT

∂IDS/∂L
=

2L

VGS − VT
(2.15)

which gets larger as VGS gets smaller. Similar effects are observed for other operating

modes. It is most significant in subthreshold, where IDS has an exponential dependence on

VT . To allow for a meaningful comparison among SNM, IW , and different parameters and

biases, the sensitivities in Fig. 2.13 are normalized to the standard deviations of the metric,

per standard deviation of the device parameter. In other words, from the raw simulation

data illustrated in Fig. 2.10,(
∂SNM

∂xi

)
normalized

=
(

∂SNM

∂xi

)
raw

σxi

σSNM
(2.16)

where σxi is the standard deviation of device parameter x on device i and

σ2
SNM =

∑
i

(
∂SNM

∂xi

)2

raw

σ2
xi (2.17)

Assuming the xi follow independent, Gaussian distributions and that the ∂SNM
∂xi

are linear

over the range of possible xi, σ2
SNM is the variance of SNM for the cell. The normalized

sensitivities thus have the property that

∑
i

(
∂SNM

∂xi

)2

= 1 (2.18)

A similar relationship holds for IW or any other SRAM metric.

In addition to shifting the sensitivities toward VT0, a decrease in VDD has several

significant effects. Gate and drain leakage currents are reduced exponentially, decreasing

standby power. This is the chief reason for VDD scaling. The voltage transfer characteristics

change in two ways: the upper shoulder of the curves becomes steeper, reflecting the high

gain of the inverter in subthreshold. The lower shoulder of the curves tend to become more

linear, as the inverter current decreases relative to that through the resistive load of the

pass-gate device. SNM decreases, in part due to this linearization, but primarily because

of the scale down in VDD. Write-ability and read currents invariably decrease, and though

the DC metrics can remain positive down to very low VDD, in practice the cell will become
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too slow to access at a reasonable frequency. A common array level metric is the minimum

operating voltage (Vmin) of the array at a particular frequency. Vmin can be constrained

by any of SNM, write-ability, or read current, though with continued scaling write-ability

limitations are likely to dominate.

For this reason, dual supplies for SRAM have been considered to enable continued VDD

scaling without degrading write-ability. A distinct wordline bias VWL > VDD can be applied

during a cell write operation, to increase the pass-gate drive current. This has a similar

effect to reducing VT dynamically, since VT is subtracted from VGS in eqns. 2.1. The cell

therefore exhibits very similar sensitivities to variations or noise in VWL as it does to VT0.

Alternatively, a second supply can be used to back bias certain transistors during the write.

For example, the n-well bias can be raised during a write operation and lowered during the

read [15]. One challenge for implementing a dual supply architecture is the generation of a

noise-free VWL.

Along with decreasing VDD, the drive to scale is expected to introduce new materials and

device architectures to SRAM transistors. In section 1.2, the impact of strain was briefly

discussed as a complicating factor for maintaining high write-ability with minimum-width

devices. The introduction of high-k dielectrics is expected to be good for SRAM, because it

will reduce the standby power and the instability caused by gate leakage currents. Although

achieving low VT devices with high-k has proved challenging from a processing perspective,

read stability and yield are enhanced with higher VT devices, as long as the variation

to VT does not increase. In fact, VT variation may decrease with a reduced equivalent

oxide thickness, or if a metal gate with a specific work function is used to set VT . This

may allow for a smaller channel implant, reducing random dopant fluctuation. Random

dopant fluctuation can be further decreased by a switch to fully-depleted SOI, multi-gate,

or another device architecture which allows for undoped channels. In these devices, VT0

is set by the thickness of the channel material, which is a smaller source of variation than

dopant implantation and diffusion. Such process changes may not lower the sensitivities to
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device parameters as much as they decrease their variances, but yield is improved in either

case.

2.4 Yield Modeling and Statistical Design Methods

This modeling approach can be extended beyond nominal predictions and sensitivity

analyses to projections of cell yield. There are two aspects to SRAM yield projections:

how much cell variation is expected, due to known device parameter variations and the

sensitivities to them, and how much cell variation a design can tolerate before failing in

reading, writing, or both. These aspects are quantified in the cell sigma, a metric defined as

the least amount of variation that causes a failure. A cell sigma can be defined for SNM, IW ,

or any other metric, or for either half of a cell. If the metric follows a Gaussian distribution,

the cell sigma is simply µ/σ, the mean over the standard deviation. For a metric f (e.g.

SNM or IW ) that is not necessarily a perfect Gaussian but is subject to small, independent

parameter variations xi over a range such that f can be approximated as a linear function

of xi, the central limit theorem states that the distribution of f can be approximated as

Gaussian. If so, the cell sigma is given by:

cell sigma =
f(0)√∑

i

(
∂f
∂xi

)2
σ2

xi

(2.19)

Unfortunately, this simple estimation of yield is often insufficient for SRAM, where the

sensitivities can become non-linear beyond several σxi of variation. This is especially true

for very small dimensions, where quantum confinement or tunneling phenomena make a

fundamental change to the I-V behavior of a device. Calhoun et al. used Monte Carlo

simulations to show how the tails of a SNM distribution may deviate from Gaussian

behavior, even assuming perfect Gaussian distributions for the device parameters [5].

Measurements of several hundred fabricated cells in a 45nm process also show some non-

Gaussian behavior at the tails, even though the rest of the distribution looks Gaussian (Fig.

2.14). Non-Gaussian behavior at the worst-case tail of SNM has also been observed [16].
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Figure 2.14. Measurements of SNM (a) and IW (b) from 1080 SRAM cells show
mostly linear behavior on a cumulative distribution plot, indicating a Gaussian
distribution; however, the tails of the distribution are thought to be non-Gaussian
in some cases. Data is normalized to mean.

There is no closed-form equation to accurately model yield in the face of changing

sensitivities, but as before a fast and accurate estimate can be obtained with iteration. It

is convenient to think of such an algorithm in a multi-dimensional variation space, wherein

each dimension represents variation in a unique device and parameter combination, xi.

Increasing |xi| corresponds to increasing variation and decreasing probability of occurrence.

The origin (~x = 0) represents the nominal design point. In this space there is a surface of

failure for the metric f , such that every point on this surface represents a combination of

device parameter variations where f(~x) = 0. The cell sigma is measured as the shortest

distance to the surface of failure from the origin. Formally,

cell sigma = min
f(~x)=0

||~x|| (2.20)

This is illustrated in Fig. 2.15 for the case of SNM distributed as a nearly perfect

Gaussian. Although there are 18 possible dimensions of variation (W , L, and VT0 for six

transistors), only PD1 VT0 and PG3 VT0 are shown. The line represents the surface of
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Figure 2.15. Cell sigma can be illustrated in a multi-dimensional variation space,
with each dimension representing variation in a device parameter. Here only two
dimensions are shown, corresponding to PD1 VT0 and PG3 VT0. There is a surface
to failure (SNM = 0 line) upon which the combination of parameter variations causes
cell failure. The worst case vector (A) is the most probable (shortest distance to
origin) combination of variations on this surface. The cell sigma is measured as the
length of this vector.
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Figure 2.16. Two write-ability metrics, IW and WLWM, have different µ/σ at high
VDD and only moderate correlation, as measured from cells in a 45nm process.
The agreement improves dramatically at the point of zero write-ability. Yield
estimations derived from simulations at the surface to failure will therefore be metric
independent.

failure for SNM at VDD = 0.6V. Although huge variations (> 10σ) in either VT1 or VT3

alone could cause SNM = 0, the most probable point is at A, sometimes called the worst

case vector, where the line is closest to the origin. The cell sigma is the distance from that

point to the origin.

An advantage of using the surface of failure to calculate cell sigma is that it is fairly

metric independent. Fig. 2.16 illustrates the correlation between two write-ability metrics,

IW and a wordline-based write metric (WLWM), for 144 cells in an early industrial 45nm

process. The cells are measured over a range of VDD and well bias conditions. For the

purposes of comparison, the points in Fig. 2.16 are normalized to the standard deviation

of the 144 cells calculated at each bias condition. Although the metrics diverge at high

VDD–reflecting the inadequacy of µ/σ estimation–they come into agreement near zero write-

ability. Simulations confirm similar behavior for other write-ability metrics. By simulating

near the surface of failure, a yield estimation algorithm can be developed that is metric

independent.

Fig. 2.17 illustrates an algorithm to find the worst case vector in the presence of non-

linear, monotonic sensitivities using iteration. First the sensitivities are calculated around

an arbitrary point ~xn in variation space. As a vector, the sensitivities represent the gradient

of f , ~∇f , which points generally toward the surface of failure. A new point ~x′n is found
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Figure 2.17. An iterative algorithm will converge quickly to the most probable point
of failure (from which the cell sigma can be determined) by using metric sensitivities.

by following this gradient out to the surface of failure. Meanwhile, a basis of vectors, T ,

orthogonal to ~∇f is generated. Any vector or linear combination of vectors in this basis

represents a direction in variation space for which f is constant. From the point ~x′n on the

surface to failure, T represents all the directions that lie along that surface. A new point

~xn+1 is found in the direction from T that minimizes the distance to the origin, ||~xn+1||.

Each change to a new point ~x is confined to a maximum distance from the previous point,

over which the initial sensitivities calculations are judged to be accurate. The algorithm

then repeats. It will eventually converge to the true cell sigma provided that the surface of

failure is convex.

Whether or not the surface of failure is truly convex remains to be proven. A surface

which is not convex could cause this algorithm to converge to a local–and not the global–

minimum. Due to the number of dimensions of parameter variation, it is computationally

prohibitive to grid the space and determine the convexity of the surface of failure. Since the

surface of failure is not expressible by a closed-form equation, it cannot be proven convex or
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Figure 2.18. Importance sampling can be used to estimate write yield for 45nm
bulk SRAM. The sampling distribution in N = 18 dimensions is Gaussian with N
variance and different means. The yield estimate approximates the probability of a
1-D Gaussian at the cell sigma, suggesting that the surface of failure is mostly flat.

otherwise in general. In the specific case of halo-doped devices with reverse short-channel

effects, the device parameters exhibit an inherent non-convexity, since VT increases and

then decreases with decreasing gate length. If the surface of failure traverses the non-

convex region of this parameter, then it may be non-convex. In many cases, though, the

surface of failure does appear to be convex, and convergence failures are often artifacts of

the simulation. Simulations using random initial guesses often converge to the same point,

suggesting at least that any non-convex portions of the surface of failure are small. The

yield can be estimated from importance sampling a small distance (≤ 1.5σ) away from the

surface of failure (Fig. 2.18). A decreasing estimate with sampling closer to the surface

of failure would suggest a non-convex shape; however, for simulations validated to a 45nm

bulk process, the estimate is consistent with a flat (1-D) surface. Therefore, it is reasonable

to assume convexity for most analyses, but it is not yet proven.

If the surface of failure is convex, this approach can converge to an accurate solution

much faster than Monte Carlo-based methods, which can require billions of repetitions.

The key to its speed is the use of sensitivities to guide the search. Convergence can be

achieved with a binary pass/fail metric, but it requires many more simulations, of the order

of O (n log 1/R) versus O
(
n− log 1/R

log 1/ε

)
with this method, where n is the number of device
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Figure 2.19. Cell sigma simulations correlate with measurements of mean to
standard deviation from 144 cells fabricated in a 45nm process.

parameters, R is the resolution of the search, and ε (0 < ε < 1) is the percent error in the

σSNM estimate of eqn 2.17.

By representing the most probable point of failure, the cell sigma only approximates

yield. The probability of occurrence for that precise combination of variations is

infinitesimally small; however, designs with higher cell sigmas can be expected generally to

have higher yields. Fig. 2.19 illustrates the cell sigma simulated from I-V targets for a 45nm

planar bulk design, at various VDD and well biases. A positive correlation is observed with

the ratio of mean to standard deviation, calculated from a measurement of 144 cells. Linear

fits can be made to both read stability and write-ability; however, the slopes are different.

Because cell sigma and µ/σ are only estimates of yield, only an approximate agreement

is expected, which is consistent with the observations. The agreement provides further

evidence that, in combination with theory, suggests a fast and accurate yield simulation

can indeed be obtained with an iterative algorithm.

To use an iterative algorithm though, it is necessary to have accurate model I-Vs for

devices which exhibit large amounts of variation. The safest approach is to provide I-

V targets for devices with representative amounts of variation in W , L, or VT0. The

appropriate I-V targets for an arbitrary amount of variation can then be interpolated and

the appropriate parameters extracted. Interpolating the targets may require quadratic or
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exponential fitting equations. This approach is best suited for device technologies which

are well-characterized or well-modeled with a device simulator.

Alternatively, if the physics of the device are well-modeled with eqns. 2.1, large

variations can be handled by modifying the extracted parameters directly. In general,

the parameters of eqns. 2.4 – 2.12 are insensitive to W , L, or VT0 variations, with the

exception of DIBL, which follows an exponential dependence:

D ≈ VDSe−L/` (2.21)

where ` is a constant for a given technology, dependent on the gate control of the channel.

Additionally, there may be minor sensitivities of µl and µs to VT0, if the bias conditions

are such that dopant concentrations constrain mobilities, and S to L in extreme cases. If

the parameter sensitivities can be neglected or modeled with closed-form equations, then

this approach will provide faster simulations. It also avoids the small non-monotonic errors

that rarely occur when re-extracting device parameters.

The final caveat to the fast modeling approach of this work is the assumption that device

parameters W , L, and VT0 undergo independent variations. In many device architectures

this is true and can be verified experimentally by correlating I-V targets across devices. It is

not guaranteed for all architectures though, and some devices may exhibit weak correlations

between VT0 and W or L if, for example, the device has a strong narrow-width effect or a

steep VT rolloff curve, respectively. In such cases it is best to revise eqn. 2.2 to explicitly

account for these effects, e.g.

VT = VT0

(
1− k1e

−W/k2

) (
1− k3e

−L/k4

)
−DVDS (2.22)

where the ki are constants fit to the device technology. Other equations may be used

instead of 2.22 as long as each device parameter corresponds to a unique, independent

random process.

As long as this condition is satisfied, read and write yield projections can be made in a

matter of minutes. Fig. 2.20 illustrates read and write cell sigmas for the 65nm node cell.

In general, read and write yields decrease with very low VDD as both nominal SNM and IW
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Figure 2.20. Read and write yield for a 65 nm node cell measured in terms of cell
sigma, the minimum amount of variation necessary to cause a failure. Both yields
decrease with VDD scaling. For SNM, yield at high VDD is limited by short channel
effects.

metrics decrease. At high VDD SNM yield saturates and even decreases due to the increasing

effects of DIBL and a corresponding saturation in nominal SNM. Write-ability yield has a

slightly stronger VDD dependence. For a six-sigma yield, a VDD > 0.65 is required, due to

the constraint on SNM.

The speed of this approach enables SRAM designers to consider the effects on yield of

new devices or layouts. So-called statistical or variation-aware design methodologies are

indispensible for modern SRAM. To demonstrate how this model can inform SRAM design,

the hypothetical 65nm node cell is modified so as to minimize the VDD needed to achieve

six sigma yield without increasing cell area.

There are limited options to effect tradeoffs in cell device strengths without impacting

cell area. The specific options will be constrained by the supported process technology,

which is not solely dependent on SRAM. For the sake of this example, small increases to

the gate length are allowed (< 6 nm), and the channel implant for the NMOS or PMOS

devices can be adjusted on a global scale. This allows for five options: changing pull-down

L, pass-gate L, pull-up L, NMOS VT0, and PMOS VT0. The sensitivities can be used to
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Table 2.4. Sensitivities of SNM and IW cell sigmas to L and VT0 changes

Design Net Sensitivity SNM Sensitivity IW Sensitivity Net Effect

Option Function (cell sigma / σx) (cell sigma / σx) (cell sigma / σx)

PD L ∂f
∂L1

+ ∂f
∂L2

-0.072 0.059 0.013

PG L ∂f
∂L3

+ ∂f
∂L4

0.500 -0.595 -0.095

PU L ∂f
∂L5

+ ∂f
∂L6

-0.083 0.326 -0.243

NMOS VT0
∑4

i=1
∂f

∂VTi
0.440 -0.694 -0.254

PMOS VT0
∂f

∂VT5
+ ∂f

∂VT6
-0.243 0.308 -0.065

estimate the net effects on SNM and IW cell sigma, as shown in Table 2.4. Since the cell

is symmetrical, the effect of increasing PD L, for example, will be the sum of the effects

from increasing L on each device. The net sensitivity function describes how the SNM and

IW sensitivities were calculated from device parameter sensitivities. A VDD = 0.6 V was

chosen because the cell sigma for both SNM and IW are near the six sigma target at that

bias.

One or more of these options can be used to balance SNM and IW at VDD = 0.6 V

and thereby lower the six sigma Vmin. The best option is that which has the greatest net

increase to both metrics, which is determined by the sum of the sensitivities in the direction

that balances SNM and IW . For example, a decrease in PD L would improve SNM yield

more than it would degrade IW yield, with a net increase of 0.013 cell sigma per standard

deviation of reduction in L. Decreases in gate length are not an allowed option in this

example, though, and besides, the sensitivities are so small that large L changes would be

needed.

The option with the next most positive net effect is a decrease in PMOS VT0. This

option degrades IW slightly more than it improves SNM, but less so than the alternatives.

The amount of VT0 change to balance SNM and IW cell sigmas can be approximated as

∆VT0 =
CΣS − CΣW

∂CΣW
∂VT0

− ∂CΣS
∂VT0

(2.23)

where CΣS and CΣW are the cell sigmas for SNM and IW , respectively, and ignoring any

second order effects. Using the numbers from Table 2.4, ∆VT0 = −1.77σV T0 = −44 mV is
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Figure 2.21. Using the sensitivities for the design options of Table 2.4, the PU VT0

is reduced to balance read and write cell sigma at VDD = 0.6V. This enables six
sigma yield at lower VDD.

required. Fig. 2.21 illustrates read and write cell sigmas with the modified process. The

cell sigmas are now balanced at VDD = 0.6V. A six sigma yield is achievable at an even

lower VDD = 0.58V and is now constrained by IW . The VDD window for six sigma of SNM

cell yield is widened too. This process can be repeated to optimize further the DC Vmin at

six sigma of variation.

It is important to remember that the model provides only a DC estimate. It is useful for

the early stages of design, but transient simulations should be used to verify functionality

and performance. A common technique is to use corner cases of variation in a transient

simulation to check for yield. These corner cases are often simple and generic, taking a form

such as a fast-NMOS / slow-PMOS corner, in which NMOS W and PMOS L and VT0 are

increased by some fixed amount for all devices, and NMOS L and VT0 and PMOS W are

decreased to match. At one sigma variation per (independent) parameter, the probability

of this case is comparable to
√

18 ≈ 4.2 standard deviations of a single parameter Gaussian.

It is too much variation to represent a one cell sigma design, yet it does not necessarily

represent the worst cases of a four cell sigma design. A better approach is to use corner
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cases for transient simulations that correspond to the worst case variation vectors for SNM

and IW .

The recommended statistical SRAM design methodology therefore has two phases. The

early phase should use a fast DC model to evaluate different technology options and optimize

the cell design. In the later phase, once compact models can be developed and characterized,

transient simulations should be used to verify performance and function at process corners

determined from the DC worst case vectors.

2.5 NBTI and other reliability issues

Random dopant fluctuations and critical dimension variations are not the only challenges

for SRAM reliability. Over time, transistor I-V curves can be affected by phenomena such

as negative bias temperature instability (NBTI), hot carrier effects, or time dependent

dielectric breakdown. Changes to the I-V curves from such phenomena affect SRAM metrics

in the same manner as above.

NBTI is a particularly challenging problem, because it not only changes the strength of

PMOS devices, it does so over time. In NBTI, a negative bias on the gate of a transistor

attracts holes to the dielectric interface with the channel. A hole that interacts with a

hydrogen-passivated dangling silicon bond may free the hydrogen ion, leaving behind a

positive charge and increasing the absolute value of the PMOS threshold voltage. The

distribution of charges on the interface is believed to be random and, in small devices,

subject to discrete effects. It has been shown experimentally that the variance of threshold

voltage due to NBTI varies inversely with the effective area of the device, in much the same

way as it does for random dopant fluctuation [17]. This makes it difficult to screen out

SRAM cells that function immediately after processing but which will eventually fail due

to NBTI.

The statistical impact of NBTI on SRAM read stability is a subject of recent interest.

Reddy et al. showed that NBTI could affect static noise margin (SNM) by as much as 8% at
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VDD = 0.8V, with an increasing effect as VDD decreases [18]. La Rosa et al. extended this

analysis to show that the variation in read stability increases as well, leading to larger failure

counts in an array [19]. Ball et al. correlated Vmin with the amount of NBTI measured

in a single cell and showed consistent results for an array [20]. These results demonstrate

that NBTI has a significant impact on cell reliability, yet several researchers have reported

a relatively low sensitivity to PMOS threshold voltage in general [5, 21, 22], with Li et al.

reporting a negligible sensitivity to NBTI specifically at VDD = 2.5V [22]. Although such

low sensitivities appear to contradict the results of [18, 19, 20, 23], the low sensitivities were

reported at relatively high voltages of VDD ≥ 0.9V, and may underestimate the effects on

low voltage metrics, such as Vmin.

The mechanism of NBTI degradation on SRAM metrics such as Vmin and SNM has

been investigated with this model [24]. DC simulations of the SNM-constrained 65nm node

design of Table 2.3 show that the sensitivity of SNM to PMOS VT0 increases at low voltages.

As DIBL reduces the gains in SNM from increasing VDD, the sensitivity of Vmin to NBTI

becomes comparable to those for other sources of variation. In addition, the sensitivity of

Vmin to NBTI is found to increase under certain combinations of variation in the SRAM

NMOS devices. The most probable vector of parameter variations to set a given Vmin for an

array is identified and proposed as a useful corner case for transient simulations. This vector

is shown to be dependent on NBTI, with increasing probability as mean NBTI increases.

For the purposes of understanding the sensitivity of Vmin to NBTI, it is helpful to use

SNM as an intermediary. ∂SNM/∂VT6 and ∂SNM/∂VDD are easily extracted with the

DC model. The sensitivity of Vmin to NBTI can then be expressed as a combination of

these sensitivities
∂Vmin

∂NBTI
=

∂SNM/∂NBTI

∂SNM/∂VDD
(2.24)

around the point where VDD = Vmin. Under a chip-wide measurement of NBTI, the VT0 of

both PMOS transistors PU5 and PU6 will change. The net sensitivity of SNM to NBTI

is the sum of ∂SNM/∂VT5 and ∂SNM/∂VT6, but since ∂SNM/∂VT6 >> ∂SNM/∂VT5,

only ∂SNM/∂VT6 is considered.
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Figure 2.22. SNM vs. VDD under total parameter variation ranging from zero (thick
curve) to 5σ. Increases in DIBL reduce SNM at high voltages and shift the peak
point (dot) toward lower VDD.

In the discussion of Fig. 2.13, it was observed that VT0 sensitivities increased with

lower VDD. This is true for PU6, which determines the position of the upper shoulder of

the butterfly curves at voltages comparable to Vmin. The sensitivity to VT6 is still not a

dominant one, but at 0.22 V/V it is approximately equivalent in magnitude to that to VT2

and almost half that to VT1 or VT3. It is therefore essential that any investigation of NBTI

in SRAMs consider operating voltage.

Not only does the sensitivity of SNM to NBTI increase at low VDD, the effect on Vmin

is amplified by the sensitivity of SNM to VDD. Fig. 2.22 illustrates the SNM vs. VDD plot

for an SRAM cell with different amounts of variation. The thick line represents the nominal

design, with no variation. SNM tends to increase with VDD nearly linearly at low voltages,

until increases in DIBL diminish further gains. At low voltages of 0.5V - 0.6V, the slope

of the curve is at its maximum value of 0.27 V/V. The sensitivity of Vmin to NBTI can

then be approximated following equation 2.24, resulting in relatively large sensitivities of

approximately 0.8 V/V for the nominal cell design.

For an array-level Vmin, the effect of W , L, and VT0 variations must be considered.
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Table 2.5. Normalized 65nm SRAM variation vector

Device PD1 PD2 PG3 PG4 PU5 PU6

W -0.06 0.02 0.11 0.00 0.00 -0.03

L 0.26 -0.23 -0.59 0.00 0.00 0.08

VT0 0.36 -0.36 -0.48 0.00 0.00 0.12

Since the Vmin of an SRAM array is defined as the lowest operating VDD at which all of

the cells operate correctly, it is fairly straightforward to see that the array Vmin will be

equivalent to the highest cell Vmin in that array.

In order to assess the impact of process variations, the SRAM cell was simulated under

increasing amounts of variation along the vector specified in Table 2.5, which is the worst

case vector for this cell at VDD = 0.7V. Fig. 2.22 illustrates the degradation in SNM as a

function of VDD. At low voltages, increasing variation degrades SNM by a small amount

(about 10 mV per sigma). At high VDD, the increased degradation reflects a worsening

of DIBL that is associated with the decrease in the length of PG3. As in the nominal

case of no variation, an increase in DIBL counteracts the benefit to SNM of increasing

VDD, eventually causing SNM to decline with voltage under large amounts of variation.

Fig. 2.22 illustrates that the peak SNM, a point where ∂SNM/∂VDD = 0, moves to lower

voltages under increasing variation. At lower voltage the effect is less severe; however, the

∂SNM/∂VDD sensitivity is still reduced. Under large amounts of variation, a cell that

has low SNM and a low ∂SNM/∂VDD sensitivity will exhibit greater sensitivity of Vmin to

phenomena such as NBTI.

Fig. 2.23 illustrates this increase in sensitivity over three sigma of variation. The

DC Vmin rises almost linearly with increasing variation, at the rate of 50 mV per sigma.

At the same time, the sensitivity to NBTI increases by a factor of two. Referring back

to equation 2.24, this increase can be attributed mostly to a decrease in the sensitivity

of SNM to VDD (−30% at 0.5 V). There is a modest increase in ∂SNM/∂VT6 of less

than 10% over this range of variation. These results are consistent with the reported

measurements of ∂Vmin/∂NBTI and the observation that cells with large NBTI sensitivities
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Figure 2.23. Sensitivity of Vmin to NBTI and DC Vmin vs. total variation along
the vector in Table 2.5. The sensitivity increases with total variation even though
the majority of this variation is in the NMOS devices. The DC Vmin also rises
with total variation, suggesting that array Vmin will be larger than the Vmin of a
nominal cell and confirming the importance of corner case simulation for accurate
Vmin prediction.

exhibit large amounts of parameter variations in other devices, especially the pass-gates

[20]. It is therefore important to consider NBTI as a source of possibly significant Vmin

degradation, not only for the increased sensitivity of low voltage metrics, but also for the

increased sensitivity caused by other sources of variation.

For the purpose of statistical design, it would be of great value to predict Vmin for an

array of a certain size, given a cell design and knowledge of the statistics of parametric

variations, but unfortunately this is a very challenging problem. For example, a 32Mb

SRAM array has a 3% chance of including at least one bitcell with at least six sigma of

total variation. The worst case vector at six sigma of variation has a Vmin of 0.7V; however,

this is just one of many vectors with six sigma of total variation, and the probability of its

occurrence is infinitesimal. The best solution one could achieve is a probability distribution

for Vmin, dependent on the Vmin calculated for each variation vector and the corresponding

probability of that vector; however, the computation time would be prohibitive. For this

reason, the worst case vectors for SNM were used, in order to show generally how the Vmin

of an array is likely to exhibit a large sensitivity to NBTI. The precise sensitivity will depend

55



on the distribution of variations in that particular array, but the trends can be used to guide

design.

In order to apply to SRAM cells after burn-in, the worst case vector should be modified

to include the effects of NBTI. This changes the worst case vector in two ways: it decreases

the total variation needed to cause a failure (cell sigma), and it increases the relative

contribution of the PMOS transistors. To model the yield, two additional dimensions of

variation are added to represent the VT shift caused by NBTI in each of the PMOS devices,

PU5 and PU6. For NBTI, the relation between mean and standard deviation reported in

[17] is used:

σ∆VT
=

1
2

√
K1K0Toxµ∆VT

2WL
(2.25)

where K0 = 2/εox, K1 = 2.7 is a constant determined experimentally from long-channel

devices, Tox is the effective oxide thickness with εox dielectric constant, and a factor of 1/
√

2

is used to adapt the equation to a single device from a mismatch calculation. The ratio

of the variance of ∆VT from NBTI to σ2
V T0 from random dopant fluctuation was shown to

be proportional to mean NBTI and invariant to device size. A factor of 1/2 was added to

equation 2.25 to match this relationship.

Fig. 2.24 illustrates the composition of the worst case vector for SNM at VDD = 0.3V and

0.6V. At VDD = 0.3V, the inclusion of NBTI decreases the amount of NMOS VT variation

needed to cause a failure, thereby increasing the relative contribution of PMOS VT from

15% to 36% of the worst case vector. Similarly, for VDD = 0.6V, NBTI shifts the worst

case vector to one with less total variation and a greater contribution of the PMOS VT . A

corner case simulation neglecting NBTI or PMOS variations could therefore significantly

underestimate Vmin.

By decreasing the contributions of NMOS VT to the worst case vector, the inclusion of

NBTI also decreases the minimum total variation necessary to cause a failure, increasing

the probability of occurrence in an array (Fig. 2.25). The magnitude of the worst case

vectors (cell sigma) is reported as a function of VDD. This corresponds to the minimum

amount of variation that could set Vmin, and it represents the most probable combination of
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Figure 2.24. Relative contributions of variation sources such as NMOS and PMOS
VT in the worst case vector for SNM as a function of increasing NBTI. Increasing
NBTI shifts the worst case vector to a more probable combination (less total
variation) primarily by decreasing the contribution from NMOS VT . For VDD =
0.3V, the worst case vector consists almost entirely of variations among the NMOS
and PMOS VT . At higher voltages, the contribution from other sources increases,
due mainly to DIBL.
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Figure 2.25. Cell sigma decreases at all VDD for mean NBTI of 0, 25, 50, and 75mV.
As an additional source of variation, NBTI decreases the amount of variation needed
in other device parameters to set Vmin.

parameter variations to set the Vmin at a given VDD. Cell sigma decreases with the addition

of NBTI at a rate of about 1.6 sigma / 100 mV. This is a significant decrease for cells that

are typically designed for six sigma of yield, and it shows that a statistical SRAM design

ought to include NBTI as a source of variation.

2.6 Conclusion

An understanding of the origins and mechanisms of variation in SRAM is crucial for

modern designs. In this section, a fast and accurate model for DC metrics was developed.

This model uses a handful of targets to analytically represent the I-V behavior of short-

channel MOSFETs, even in the presence of minor physical inaccuracies in the underlying

equations. The model has been validated to several hundred fabricated cells among different

process, technology, bias, and temperature conditions, as well as to TAURUS device and

mixed-mode simulations.

From nominal simulations of device metrics, sensitivities can be extracted. These

sensitivities can be used to understand the relative importance of variations on different
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parameters in different devices. They enable a much faster projection of cell yield than is

achievable with a pass/fail metric. By using the sensitivities to quantify design tradeoffs

among device and circuit options, a cell can be designed for high yield in both read and

write function at low VDD. The statistical design of SRAM should consist of two phases: a

DC phase for optimization and a transient simulation using DC corner cases to ensure high

yield.

Modeling also elucidates the mechanisms of time-dependent reliability challenges, such

as NBTI. The sensitivity of SNM to NBTI was shown to increase for low VDD and with

parameter variation in both NMOS and PMOS devices, to a level that is comparable with

NMOS parameter variations. Future analyses of NBTI should be sure to consider the effects

of operating voltage and variation. The statistical design methodology presented here can

be easily adapted for NBTI by including it as an additional device parameter.

Similar analyses can be performed for other reliability phenomena or to evaluate options

for future technology nodes, such as alternative device structures or processes. In particular,

high SNM and IW sensitivities to gate length and threshold voltage encourage research into

technology options that reduce their variability. The DC model in this work can provide

fast and accurate insight into the advantages and tradeoffs of such options.
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Chapter 3

Device Techniques for Reducing

Variation in SRAM

3.1 Introduction

An accurate model provides insights into the causes of SRAM variation and the ways

it can be reduced. Sensitivity analyses for 6-T cells exhibit a few characteristic trends,

irrespective of the specific technology node or process of the cell. Specifically, both read

stability and write-ability metrics are highly sensitive to the pass-gate device parameters,

making the control of those transistors critical. Within a device, the sensitivity to device

threshold voltage is generally greatest, followed by gate length and then channel width. By

designing for low device variation, SRAM variation can also be reduced.

In Section 2.4, a method for optimizing an SRAM bitcell design was demonstrated. This

method approximated the tradeoffs associated with device parameters by considering their

first order effects on drive current. For example, increasing the gate length of a short channel

MOSFET will increase VTSAT , thereby reducing drive current. Such a change can also have

second order effects on the variability of the device parameters themselves. Ignoring any

reverse short channel effects, the sensitivity to gate length variations ∂VTSAT /∂L will also
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Figure 3.1. Different layouts can be used to achieve the same device sizing ratio.
Layouts with large steps in width between adjacent devices are more susceptible
to corner rounding (a). From a variability perspective, it is preferable to achieve
the device sizing with a longer LG (b). Not only is the amount of corner rounding
reduced, but VT0 variation (proportional to 1/

√
WL) is reduced as well.

decrease. The magnitude of SNM and IW sensitivities to L will therefore decrease as well,

reducing the effect on yield of further L increases. In addition, the standard deviation of

the linear threshold voltage σV T0 in a uniformly doped channel follows [1]:

σV T0 ∝ N1/4
a (WeffLeff )−1/2 (3.1)

where Na is the average channel doping, Weff is the effective channel width, and Leff is the

effective gate length. As L increases, σV T0 decreases. A similar dependence can be found

for devices with corner rounding in the active layer, as illustrated in Fig. 3.1. In such a

device, the width variation σW increases with the magnitude of the step in the active layer.

Such second order effects are small in comparison to the first order changes to nominal

SNM or IW . Nevertheless, these effects favor pass-gate devices with less aggressive W and

L scaling for modern SRAM designs.

More importantly, they suggest a direction for reducing SRAM variability: designing

layouts or processes to reduce variation at the parameter level, e.g. σW , σL, or σV T0.

Among these parameters, sensitivity to VT0 is usually dominant. Fig. 3.2 illustrates the

relative importance of VT0 variation for the 65nm node cell investigated in Section 2.4.

To generate the data in Fig. 3.2, the most probable point of failure was simulated for

different VDD, and the component variations were separated by parameter type, W , L, or

VT0. The relative contribution for each type was calculated using the sum of the squares
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Figure 3.2. Variations in VT0 make up the dominant contribution to the most
probable point of failure at low VDD, with increasing contributions from L variations
as VDD increases.

of the variations among all devices. VT0 variations are most important for yield at low

VDD. As VDD increases, the relative contribution of L variations becomes more significant

and eventually greater for VDD > 1.0 V. Width variations are the least significant, in part

due to a low assumed σW . Techniques for reducing VT0 and L variations are therefore of

particular interest for improving SRAM yield.

3.2 Reducing variation from threshold voltage

In planar bulk or partially-depleted silicon-on-insulator (PDSOI) MOSFETs, random

dopant fluctuations (RDF) are currently the dominant source of σV T and are expected to

remain so while LG > 20nm [2]. RDF is an intrinsic problem that arises from discretization

of the number and placement of dopant atoms. The only ways to reduce the effects of

random dopant fluctuations are to reduce the sensitivity of VT0 to doping or to eliminate

channel dopants entirely.

Classically, VT is determined by the sum of voltage drops from the gate to the source
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at the threshold of inversion. In uniformly doped channels,

VT = ΦMS + 2ΦB +
2
√

qεsiNaΦB

Cox
(3.2)

where ΦMS is the difference in the work functions of the gate and channel regions, 2ΦB is

the band-bending in the silicon, q is the electron charge, εsi is the dielectric constant of the

silicon channel, and Cox is the gate oxide capacitance per unit area. Insofar as ΦB depends

on Na, each term of the VT equation depends on dopants; however, the first two terms are

logarithmic functions of Na and exhibit a relatively weak dependence. The sensitivity of

VT to Na can be approximated by differentiating the final term:

∂VT

∂Na
≈
√

qεsiΦB

Cox

√
Na

(3.3)

which decreases with large Cox or high Na. Increases in Cox are generally limited by

constraints on gate leakage current, which increases exponentially with decreasing oxide

thickness. Even with the introduction of high-k dielectrics, Cox is not expected to increase

more than a factor of two in high performance devices. The remaining option is a very

high Na. High doping concentrations are also necessary to control short channel effects and

block punchthrough.

There are significant disadvantages to increasing doping concentrations, though. Ionized

dopants degrade carrier mobilities via scattering, lowering drive currents. Very high dopant

concentrations reduce the depletion width at the drain and source junctions, increasing

junction capacitance and off-state current via tunneling mechanisms such as gate-induced-

drain-leakage (GIDL). High doping concentrations also increase VT , reducing drive current.

Advances in channel doping profiles have enabled dopant concentrations on the order of

1019cm−3 in modern devices, with continued increases unlikely to be practical. Above all,

the variation in dopant number increases as
√

Na, resulting in a net increase in σV T0 as

given by Eqn. 3.1 [1]. There is little room to continue increasing Na or Cox in future

technology generations. The solution to random dopant fluctuation is not to be found in

continued planar MOSFET scaling.

65



3.2.1 Alternative device architectures

Alternative MOSFET structures (Fig. 3.3) have been proposed for SRAM in which

VT control can be achieved without the use of channel dopants, thereby greatly reducing

device sensitivity to random dopant fluctuation. Such architectures include fully depleted

silicon-on-insulator (FDSOI) [3], FinFETs (double gate) [4], triple-gate [5], and gate-all-

around devices [6]. Although all of these device architectures provide improved scalability

relative to current planar bulk or partially-depleted SOI technologies, the transition to a

new architecture has been continually put off in favor of incremental enhancements such as

strained channels or, most recently, high-k gate dielectrics. In part this reflects the enormity

of the investment and risk associated with developing the design infrastructure necessary

for a new device architecture. In addition, careful process and layout optimizations have

allowed for tolerable, though decreasing, array yields. However, as array size continues to

grow and VT variation continues to increase, the transition to a new architecture may be

inevitable if SRAM scaling is to continue. Maintaining good yield will require a device

architecture in which VT is set by parameters with relatively low variability, such as the

physical dimensions of the channel and the work function of the gate metal.

FDSOI

FDSOI (Fig. 3.3a) is the most planar of these architectures. In FDSOI, the depletion

region extends throughout the thickness of the channel layer. Scaled FDSOI designs

can eliminate channel dopants, enabling higher carrier mobilities and reducing drain-to-

body capacitance, which provide for improved circuit performance with lower dynamic

power consumption. Devices with undoped channels have negligible depletion charge and

capacitance, which yields a steep subthreshold slope. Most importantly, the absence of

channel dopants all but eliminates the VT0 variation due to random dopant fluctuation

(errant source / drain dopants may cause a small residual RDF). The VT is then a function

of the gate work function and the thickness of the silicon channel layer, tsi. Variations in tsi

tend to be either small (σt < 5 Å, due to roughness [7]) or of a common mode. As a planar,
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Figure 3.3. Alternative device architectures do not rely on dopants for VT

control, and can therefore use undoped channels. A significant advantage of such
architectures is a robust VT control. The scalability of each architecture improves
with the number of sides under gate control. FDSOI (a) is the least scalable. Double
gate (b) and triple gate (c) architectures have improved scalability while remaining
manufacturable. Gate-all-around architectures (d) offer the ultimate gate control
but are very difficult to manufacture.
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single gate technology, FDSOI can accommodate a wide and continuous range of device

widths, enabling ideal beta ratios in SRAM designs. Existing bulk designs could be ported

to FDSOI with the least amount of design effort, relative to other device architectures.

The problem with FDSOI is its scalability. Silicon film thicknesses of tsi < LG/4 are

needed for good short channel behavior [8]. In addition to being expensive to manufacture

uniformly, channel thicknesses smaller than a few nanometers are expected to have degraded

on-state currents due to quantum confinement effects and increased parasitic resistance.

These effects will make it difficult to scale FDSOI much beyond the 22nm node.

Double gate

Double gate architectures, such as FinFETs (Fig. 3.3b), can exhibit the same short

channel control with a relaxed body thickness of tsi < 2LG/3 [9]. FinFET devices enjoy

similar improvements to FDSOI in carrier mobility and subthreshold slope when an undoped

channel is used. The vertical fin of the FinFET can be manufactured with conventional

lithography and anisotropic etching processes. As with FDSOI, the VT is set by the gate

work function and the silicon thickness. The thickness control from lithography will be

comparable to that for CD control (σL > 3 nm) and higher than the thickness variation

in FDSOI. Although low VT s are difficult to achieve simultaneously in NMOS and PMOS

logic devices, a single, mid-gap gate work function can be used for high VT applications,

such as SRAM. In addition, FinFETs have a lower parasitic device capacitance because

both depletion and junction capacitances are effectively eliminated, which reduces the BL

capacitive load.

The disadvantages of FinFETs are in manufacturing and circuit design. The added

height of the FinFET requires a lithography system with a higher depth of focus in order to

minimize gate length variation. The tall aspect ratio can also present problems for implant,

etching, and planarization processes. Achieving different gate work functions for NMOS and

PMOS or between logic and SRAM is an additional challenge. Also, the reliability of such

devices at a very large integration scale is presently unknown. For circuit design, layouts
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are confined to quantized widths in units of individual fins. Because the optimal beta ratios

in modern SRAMs are closer to 1.5, cell designs must incur either a high area penalty from

using multiple fin devices or a penalty to nominal SNM from using single fin PD and PG

devices. In spite of these challenges, FinFETs are widely expected to improve SRAM yield.

FinFET-based SRAMs have already been demonstrated in silicon with excellent nominal

SNM and leakage control [10, 11, 12]. They are also expected to improve array yield, even

when minimum width devices are used for the PD transistors [13].

A unique advantage of FinFETs is that the front and back gates can be separated and

independently controlled. Independent gate operation is achieved by selectively removing

the gate material directly on top of the fin, leaving the gates electrically isolated [14].

This enables several new cell designs, which can be used to further reduce variability.

In addition to enabling additional connectivity within the SRAM cell, it provides an

alternative direction for future technology development beyond gate length scaling. Several

independently-gated FinFET SRAM designs have demonstrated improved performance and

yield, and will be examined in detail in Section 4.4. FinFETs therefore are a promising

device architecture for continued SRAM scaling, due to both a robust VT control and the

opportunity for further enhancements with independent gating.

Triple gate

Triple gate devices are like FinFETs, except that the gate also controls the top surface

of the channel region. Subthreshold current is suppressed throughout the channel, except

for the region at the base, farthest away from the gate. There are several variations on

triple gate architectures that vary on their control of this current [5, 15, 16, 17]. Fossum

et al. have shown that without some kind of subthreshold current control from the bottom

surface, the triple gate device must be either tall and narrow or short and wide [18]. In

other words, it must resemble either a FinFET or a planar FDSOI device. The use of

a ground plane with a bulk triple gate device improves short channel control by limiting
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leakage current at the bottom surface [17]. This improves the scalability of the structure

with a relaxed body thickness requirement of almost tsi < LG.

Triple gate devices may be easier to manufacture than FinFETs by performing a slight

recess of the shallow trench isolation (STI) in a planar process. The STI recess is a timed

etch process, but it can be well controlled by using a shallow implantation to selectively

increase the etch rate to a specific depth [19]. The gate stack is fabricated over the corners

and sides of the exposed active area.

VT variation stems from several small sources. Triple gate devices are more susceptible

to width variations than planar transistors but less so than FinFETs. Variation in the height

can also affect VT , particularly if there is an underlap between the STI recess depth and

the ground plane depth. To minimize this variability, the device structure must be designed

with a slight overlap, corresponding to a deeper STI recess. The overlap will increase gate

capacitance and may also increase gate leakage current if the gate oxide is too thin. Corner

rounding can also affect VT variation, but the effect is minimized if the channel region is

undoped. Finally, random dopant fluctuations from the ground plane will impact VT , but

at a fraction (Wlayout/Weff ) of that for the planar bulk MOSFET. Overall, VT variation is

expected to be much less than that for comparably sized planar devices, making the bulk

triple gate architecture worthy of further analysis for SRAM.

Gate-all-around

Further improvements in short channel control can be achieved with gate-all-around

devices. Gate-all-around enables even more relaxed channel dimensions (W or tsi < LG),

but the improvements are marginal. The devices are expected to exhibit minimum VT

variation, but again with only marginal improvements over FinFET or triple gate devices.

Table 3.1 shows the silicon thickness constraints and approximate VT sensitivities to

variations in device dimensions. The major disadvantage of gate-all-around architectures is

that they are very expensive and difficult to manufacture. It is therefore unlikely that they

will be adopted for SRAM.
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Table 3.1. Projected scaling and variability of alternative device architectures at W
= L = 30nm (estimated from [20, 15])

FDSOI FinFET Triple Gate Gate-All-Around

Thickness Requirement tsi < L/4 tsi < 2L/3 tsi < L tsi < L

∂VT0/∂tsi 11 mV/nm 5 mV/nm 1.5 mV/nm 0.5 mV/nm

∂VT0/∂W 3 mV/nm 3 mV/nm 1.5 mV/nm 0.5 mV/nm

3.2.2 Triple Gate Bulk SRAM

To address the scaling challenges associated with random dopant fluctuation, it is likely

that either a FinFET or triple-gate device architecture will be adopted. Of the two, triple-

gate devices are the most similar to current planar devices. They offer the best layout

efficiency with a low aspect ratio that provides for high on-currents and relatively easy

manufacturing. Since it is more of an incremental technology step, triple-gate devices are

more likely to be implemented first.

In this section, the characteristics of a triple-gate SRAM cell are compared against those

of a planar cell [21]. Given the myriad tradeoffs present in SRAM design, it is important to

compare different device technologies across multiple cell metrics, including cell area, read

stability, write-ability, access speed, and yield. It is not sufficient to claim a cell as superior

based on area and nominal SNM alone. Instead, fair comparisons must be made at multiple

design points to investigate the tradeoffs associated with each device technology.

For an initial comparison, triple-gate and planar devices are designed using 3-D device

simulations [22]. Both devices employ an equivalent super-steep-retrograde (SSR) dopant

profile in the channel region, with a peak dose of 2 × 1019cm−3 at a depth of 15nm and a

gradient of 4nm / decade [23]. In the planar device, this profile represents the well doping,

while in the triple-gate device it defines the ground plane. Gate work functions are adjusted

such that VT0,NMOS = 0.34V and VT0,PMOS = 0.37V at 100nA of current. Minimum-width

devices are used with Wlayout = LG = 20nm. Same layout configurations (and thus layout

areas) are assumed. The triple-gate devices have a nominal height of 14nm, resulting in a

larger effective channel width of Weff = Wlayout + 2× 14nm = 48nm (Fig. 3.4). The larger
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Figure 3.4. The triple-gate bulk device conducts current along the top and sidewalls
of the channel, using a ground plane to control short channel effects. The improved
gate control provides for increased robustness to random dopant fluctuations.

Weff allows for a higher IDSAT , while the multi-gate control provides lower subthreshold

swing, DIBL, off-state current, and body effect.

The effect of variations in device width, length, and height (triple-gate only) are

investigated with 3-D simulations of variations in individual parameters up to several

standard deviations. Combinations of variations (e.g. W and LG) are treated as affecting

the I-V targets independently. (This assumption was verified with a few representative

simulations.) Although standard deviations in device dimensions are highly dependent on

the patterning process, a representative standard deviation of σW = σL = 2.0nm is used for

a ballpark analysis. Triple-gate devices have a stronger narrow-width effect but a lower VT

rolloff effect than planar devices. The triple-gate device was found to be relatively insensitive

to height variations beyond a certain depth, where the gate overlaps with the ground plane.

On the other hand, shallow devices with severe gate-to-ground plane underlaps exhibit very

high sensitivities to height variations. The optimal triple-gate design should therefore have

a small amount of overlap to mitigate this sensitivity. In the following analysis, a small

overlap is assumed so that height variations are negligible.

Variations in VT0 are determined using atomistic, Monte Carlo 3-D simulations from

the nominal device dimensions [24]. A set of 100 NMOS and PMOS devices yields Gaussian

distributions for VT0 with standard deviations in the planar devices of σV T0,NMOS = 27mV

and σV T0,PMOS = 30mV. In the triple-gate devices, improved gate control of the channel

results in smaller variations, with σV T0,NMOS = 10mV and σV T0,PMOS = 12mV. The ratio

of planar to triple-gate σV T0 is nearly identical to the inverse ratio of effective widths.
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Figure 3.5. Even though nominal SNM is comparable between the triple-gate and
planar SRAM cells with same VT0 and cell area (a), the read yield for the triple-gate
cell is much higher. The increase can be attributed primarily to lower σV T0.

I-V targets are extracted from cases near the +/- 3 sigma points in the distribution to

capture any short-channel and other effects due to the change in dopant profile. Because

discretization effects shift the means of the VT0 distributions [25, 24], the I-V targets

from simulating an average-VT0 device with a discretized profile differ from those with

a continuous profile. The I-V targets from the discretized profile are therefore scaled by a

factor of Inom,cont/Inom,disc for compatibility, where Inom,cont is the I-V target of a nominal

device with a continuous dopant profile. Inom,disc is the I-V target from the device closest

to the average VTLIN from the distribution of Monte Carlo simulations with discrete dopant

profiles. A similar adjustment is made for VTLIN and VTSAT targets; however, an additive

shift is made rather than a multiplicative one.

Because the nominal threshold voltages are equal in the two designs, the nominal read

stability and write-ability curves are similar. The SNM of the nominal triple-gate and

planar designs are almost equal (179mV vs. 186mV at VDD = 1.0V), as illustrated in Fig.

3.5a. The SNM of the planar cell is slightly higher due to the increased body effect in the

pass-gate devices; however, the triple-gate cell exhibits approximately two sigma higher read

yield over a wide range of VDD (Fig. 3.5b). For write-ability, IW in the triple-gate device is

much higher, owing to the increased drive strength of the triple-gate devices. Normalized

to NMOS IDSAT for each device technology, the shape of the curves is very similar (Fig.

3.6a). Write yield is significantly higher for the triple-gate cell, due primarily to the reduced
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Figure 3.6. Write-ability current in the triple-gate cell is significantly higher than
in the planar cell, due to the increased drive strength of the triple-gate PG device.
Normalized to PG IDSAT , the curves are actually very similar (a). As for read
stability, the write yield is significantly higher due to low σV T0 and VT rolloff effects
(b).

PMOS σV T0 and VT rolloff effects. A similar amount of PMOS VT shift can prevent the

write in both planar and triple-gate cells, but because it is less probable to occur in the

triple-gate cell, the statistical yield is higher. The write yield increases faster as a function

of VDD for the same reason, and saturates at a high level of 7.5σ corresponding to the

amount of variation needed to cause a conductive short in the PMOS.

The triple-gate cell has much higher read and write yields than the planar cell

using minimum-sized devices; however, optimized SRAM designs typically use wider PD

transistors to improve read yield, with a beta ratio around 1.5 or 2. For a planar cell, PD

sizing involves a tradeoff between cell area and SNM (and, to a much lesser extent, write

access speed). Increases in the PD width directly result in a corresponding increase in cell

area. For a cell with average active and gate pitches of P , the cell area increases linearly

with WPD:

A = 2P × [4P + 2 (WPD −Wnom)] (3.4)

Since SNM increases monotonically with WPD but with diminshing returns, there is an

optimal point for maximizing the SNM to cell area ratio. Fig. 3.7a illustrates this curve

for a planar cell with P = 90nm, normalized to the SNM/area ratio at WPD = Wmin,

for several VDD. At VDD ≥ 1.0V, the optimal point is at a beta ratio of 2.2. Beta ratio

becomes less important as VDD scales down to 0.8V and 0.6V. At these voltages, threshold
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Figure 3.7. Increases in cell beta ratio can improve SNM in the planar cell, but
with diminishing returns. Beyond a beta ratio of 2.2, the ratio of SNM to cell area
decreases (a). The width of the triple-gate PD devices can also be increased, but the
beta ratio does not increase proportionally, leading to smaller SNM improvement.

voltage mostly determines the drive strengths of the NMOS transistors. The triple-gate cell

can also be manufactured with greater PD width, but to limited effect at these dimensions,

as illustrated in Fig. 3.7b. For triple-gate devices, increasing the layout width has a

proportionally smaller effect on the effective width, which includes a contribution from the

device sidewalls. It also increases threshold voltage as the side gates move further from the

center of the channel. Although nominal SNM still increases with wider PD devices, the gain

is less than for the planar cell. The yield benefits are also expected to reduce as the wider

PD devices begin to resemble more of a planar transistor. Two parallel, minimum-width

PD devices can be used to increase beta ratio and layout efficiency, but only if Weff > P .

Cells with very large WPD can use alternative layouts to reduce cell area, if constraints on

feature linearity and device orientation are removed. In most cases, though, area efficiency

concerns will constrain multi-gate SRAMs to minimum-width devices and unit beta ratios.

That notwithstanding, the multi-gate devices can still provide for superior yields in

a smaller cell area. Even if the planar cell is allowed a larger beta ratio, the triple-gate

device still has approximately 1σ higher read yield (Fig. 3.8). Although a larger beta ratio

increases nominal SNM in the planar cell, it is not enough to compensate for the greater

VT0 variation and sensitivity to LG variation. The higher nominal SNM does increase cell

sigma, but only up to 1σ.

Following the methodology presented in section 2.4, the triple-gate cell design can be
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Figure 3.8. Even allowing for a higher beta ratio, the triple-gate cell still has superior
yield, due to improved robustness at the device level.

optimized for parameters such as Vmin. Table 3.2 lists the modifiable device parameters

and their allowed ranges. A maximum CD of 20nm was allowed, with CD reductions of up

to 30%. A single VT0 for all NMOS devices was assumed, which can be tuned by changing

the dose or depth of the SSR ground plane profile. A similar allowance is made for PMOS

devices. The optimum point for Vmin was found by evaluating sensitivities to VDD around

0.6V. Effectively, it represents a small shift in favor of a more write-able cell. Fig. 3.9

illustrates read and write cell sigma curves for the optimized design. Vmin at six sigma

yield is reduced to just under 0.6V. In contrast, the planar cell never achieves six sigma

yield, at any VDD, and achieves only a four sigma Vmin at 0.8V.

After yield and cell area, access time is another SRAM metric of importance. Read

access time consists of the time needed to develop a high voltage on the wordline at the

gate of PG and discharge the capacitance on BL to a level that can be accurately read

out. The latter is the more significant delay, but the bitline capacitance consists mainly

of junction and wire capacitance. Since these parasitics are the same in both cells, the

read access time correlates directly with the DC current through PG3 or PG4 when the

low-voltage node is CH or CL, respectively. Fig. 3.10a illustrates a significant increase in

triple-gate read current as a function of VDD.

Like the read access time, the write access time depends strongly on the current through
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Table 3.2. Allowed Parameter Ranges

Parameter Allowed Range Optimum

PD W 14nm - 20nm 20nm

PD L 14nm - 20nm 20nm

PG W 14nm - 20nm 20nm

PG L 14nm - 20nm 20nm

PU W 14nm - 20nm 20nm

PU L 14nm - 20nm 20nm

NMOS VT0 0.31V - 0.37V 0.35V

PMOS VT0 0.34V - 0.40V 0.40V

Figure 3.9. Triple-gate cell design can be optimized for SRAM metrics such as Vmin

by modifying the parameters in Table 3.2. A Vmin < 0.6V at six sigma yield can be
achieved in this manner, whereas the planar cell never reaches six sigma yield.

Figure 3.10. Read and write currents are significantly higher in the triple-gate cell
(a); however, gate capacitance is also higher (b), offsetting the improvement in write
speed. The write-ability current is higher than read current in both cells due to a
high floor voltage of VCH ≈ 12% of VDD in the read case.
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Figure 3.11. Both planar and triple-gate cells discharge at a similar rate (a), even
if a moderate additional capacitance is added to the triple-gate’s internal node (b).

PG. In writing, though, the capacitance on the discharging node is dominated by gate

capacitances, from one of the inverters in the SRAM cell. Although triple-gate devices have

an increased drive current, they also have an increased gate capacitance (Fig. 3.10). The

gate delay, approximated as CoxVDD/IDSAT , is slightly larger than that of the planar device

(0.8ps vs. 0.7ps) with equal VT and VDD = 1.0V. This would suggest a slower write access

in the triple-gate cell; however, it does not consider the impact of the inverter, which at first

resists and later assists the writing of the cell. In order to better approximate the total effect

on write-ability, a pseudo-transient simulation was performed (Fig. 3.11). ICH and C-V

curves (for NMOS and PMOS) were used to determine the voltage on the internal node CH

for successive time steps at VDD = 1.0V. Initially, the triple-gate cell CH discharges a little

slower than the planar cell, up to approximately 0.7V. Then, as PD1 begins turning on, ICH

increases much faster in the triple-gate cell, and the discharge rate increases. These changes

are slight, though, and the overall discharge time is similar. Actual triple-gate devices are

expected to have an extra overlap capacitance between the gate and ground plane to avoid

VT0 variations due to device height. Fig. 3.11b illustrates the time to discharge CH by 80%

of VDD as a function of overlap capacitance. Even up to approximately 15% of Cox, the

write times are comparable to that of the planar cell. Furthermore, a higher yielding device

technology may allow for shorter access time windows for six-sigma cells.

In summary, triple-gate bulk devices are expected to provide a viable device solution
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to the problem of random dopant fluctuation. By increasing gate control of the channel,

triple-gate SRAM cells can exhibit dramatically higher read and write yields, even though

nominal SNM is comparable. These benefits come without penalty to access time or cell

area; indeed, the triple-gate cell is expected to have faster read access and SNM yield than

a larger, optimally sized, planar cell. The design of the triple-gate cell can be optimized to

achieve a Vmin < 0.6V at six sigma yield, a full two sigma higher than the planar cell can

achieve at any VDD. If the processing challenges–including, for one, the need for tight CD

control–can be overcome, then multi-gate devices can significantly extend SRAM scaling.

3.3 Reducing variation from lithography

For sub-20nm devices, lithography variations are expected to be the major source of

device variations. Lithography variations affect all of the major device parameters including

gate length, channel width, and indirectly threshold voltage. As discussed in Section 2.4,

scaled devices are highly sensitive to LG variations, because of the DIBL effect on VTSAT

(Eqn. 2.21). In addition, VTLIN may be sensitive to LG variations if the device exhibits

a steep VT rolloff behavior, as is common in device processes using large halo implants.

Generally, devices have a linear sensitivity to channel width variations (IDSAT ∝ W ), but

this can increase with narrow width effects or the adoption of a multi-gate architecture.

Variation in lithography can arise from either the optics or the photoresist. With

critical dimensions pushing the resolution limit of optical lithography, printed features can

have rounded corners or variable width dependent upon the surrounding features. Modern

photomasks include sub-resolution optical proximity correction (OPC) features to reduce

these effects significantly, but not entirely. Some pattern degradation remains and can affect

device variability in high density patterns, such as those used for SRAM. The variability is

of a mostly systematic type, but there is some random variation as well [26]. Recent SRAM

cell layouts have evolved to increase linearity in the gate and active layers.

Unlike optically-based variation, roughness variation in the photoresist is mostly
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random. During the post-exposure bake of a lithography process, the polymers in the resist

cross-link and become insoluble. At the edges of the exposed regions, aggregations of cross-

linked polymers form a rough edge to the printed features. The size of the aggregations

determines the line edge roughness (LER) for each edge independently, with a standard

deviation that varies indirectly with feature size. For feature sizes of 100nm, standard

deviations as low as σLER = 3.3 nm have been achieved [27]. At 20nm, σLER = 5

nm has been reported [28]. LER affects CD variation on both edges. The line width

roughness (LWR) for a line with uncorrelated edge roughness has a standard deviation of

σLWR = σLER

√
2.

3.3.1 Linear Features

The easiest patterns to print are repeating lines and spaces. Line and space patterns

have spatial frequency information in one dimension only, perpendicular to the lines, with

the majority of the information at the spatial frequency corresponding to the pitch of the

pattern. By contrast a checkerboard pattern has information in two dimensions, with the

sharpness of the corners defined at high spatial frequencies. A lithography system with a

coherent light source behaves like a low-pass filter in spatial frequency, transmitting only the

larger, rounder information while filtering out the smaller, sharper parts. Thus a pattern

of lines and spaces will be more accurately printed near the center of the lines, while the

corners will be rounded.

SRAM bitcell layouts have evolved accordingly (Fig. 3.12). Recent SRAM layouts use

long thin cells, with less of a difference in PD and PG width. An extreme example is the

layout of Fig. 3.12b, in which the active and gate regions are almost perfectly straight [29].

Such a cell is expected to have very low variation in device width and gate length, but the

tradeoff is a low beta ratio and a low nominal SNM. The cell of Fig. 3.12b uses circuit

techniques to recover the lost SNM, which are discussed in Chapter 4. A relatively longer

LPG can also be used to maintain the beta ratio and nominal SNM.

Increasing LPG has the two-fold advantage of increasing beta ratio while reducing the
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Figure 3.12. Early cell layouts favored a square cell, such as this 2.0µm2 cell
manufactured in a 130nm technology (a, from [30]). Recently SRAM layouts have
become more linear, such as in this 0.346µm2 cell in 45nm technology (b, from [29])
with nearly straight active and gate regions to reduce CD variations.

variability. Even a modest increase in LPG can maintain read yield. For example, using

the planar cell simulated in section 3.2.2, a cell with WPD = LPD = 20nm devices has

approximately 190mV SNM at VDD = 1.0V, 50mV lower than that of a cell with a beta

ratio of two. Increasing LPG by 50% to 30nm recovers 30mV of SNM but still leaves a

difference of 20mV. However, from eqn. 3.1, an 18% reduction in VT sigma can be expected

from a 50% LG increase. Simulation of the most probable point of failure reveals that the

cell sigma for the design with longer LG is 6.5, a net yield increase of 0.3σ over the higher

beta ratio cell. SRAM cells with straight active layouts can therefore have comparable read

yields, even if nominal SNM is lower. They also have smaller area. Of course, the tradeoff

is in the write-ability, where in this example cell sigma is 1.1σ lower in the longer LG case.

Whether a straight active design will provide a net benefit to total SRAM yield depends

on the particular process and application. For designs where CD variability is the primary

concern (e.g. for devices with undoped channels), straight active layouts may allow further

yield enhancements from highly uniform patterning technologies such as spacer lithography.

Spacer Lithography

Spacer lithography [31] (also called sidewall image transfer) is a patterning technique of

recent interest for future technology nodes, because its use of a very uniform and controllable

deposition step allows for very thin lines with low CD variation and reduced pitch [32]. In
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Figure 3.13. A conventional spacer lithography process flow. Following the
patterning of a sacrificial material (a), a layer of hard masking material is
conformally deposited (b) and anisotropically etched so as to leave only spacers
on the sidewalls (c). After the sacrificial material is selectively removed, the spacer-
defined pattern can be etched into the substrate (d).

spacer lithography, a chemical vapor deposition (CVD) step is used to form a conformal layer

over a sacrificial pattern, usually consisting of repeating lines and spaces (Fig. 3.13). CVD

is a very controllable step that results in very uniform thicknesses on top of the sacrificial

pattern, as well as along its sidewalls. The substrate is then anisotropically etched so as to

remove the CVD layer everywhere, except for spacers along the sidewalls. The sacrificial

material is then selectively removed, leaving only the spacer, which are then used as a

hard mask to transfer the pattern to the substrate. The LER on each edge of the spacer-

defined pattern is correlated, resulting in much lower σLWR than can be achieved with

resist-defined features. Since two spacers are formed at the opposite edges of one sacrificial

line, the average pitch from using the spacer process is halved. This enables integration at

densities greater than that achievable with photolithography or, alternatively, integration

at similar densities using less expensive photomasks with relaxed dimensions.

One complication to the spacer lithography process is that the sidewall spacers formed

on opposite edges of the same sacrificial feature are always connected at its ends (Fig.

3.14). An extra lithography step is therefore required to break this connection and trim

the spacers to appropriate lengths. In most cases, this extra step does not require critical

lithography and can be performed with a second, less expensive mask. However, in the

cases where a minimum-sized cut is required, as illustrated in Fig. 3.14a, the maximum

integration density that can be achieved can be limited by this step. A second complication
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Figure 3.14. Spacer lithography processes have required additional conventional
photolithography steps to trim the spacers at the edges of the sacrificial pattern (a).
This step may constrain integration density if the areas to be trimmed are closer than
the minimum spacing allowed by the photolithography. In addition, the minimum
pitch for densely-packed transistors may be constrained by the minimum contact
pitch if photolithography is required to define these features (b). By contrast,
negative spacer lithography enables definition of these regions at smaller pitches
than can be achieved with photolithography alone.

is that spacer lithography has been demonstrated until now only for positive features (e.g.

lines), where the material under the spacer pattern is protected during an etch. To pattern

features such as contact holes, conventional lithography has been required and can limit the

minimum achievable pitch (Fig. 3.14b).

3.3.2 Negative Spacer Lithography

The full benefits of using spacer lithography can be realized only if negative features

can also be defined with spacers. An extension to spacer processing, called negative spacer

lithography, is presented to define these negative features, such as trenches, cut-lines, contact

holes, or vias [33]. The negative spacer process is similar to that of conventional, positive

spacer lithography, except that the sacrificial material is used as a hard mask. (Fig. 3.15).

Following formation of the sidewall spacers, another layer of the original sacrificial material

is deposited by CVD and planarized to expose the spacer, e.g by chemical mechanical

polishing (CMP) or another means. The spacer is selectively removed to leave a narrow

gap. A trench can then be etched through the gap, with the remainder of the substrate

protected by the original sacrificial patterns and the second sacrificial deposition. This
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Figure 3.15. A negative spacer process begins by forming spacers around a sacrificial
layer (a), as described above. Instead of removing the sacrificial layer, however, a
second deposition of the original sacrificial material is performed (b). The substrate
is then planarized until the spacers are exposed and can be selectively removed, e.g.
with an isotropic etch. The removal of the spacers leaves gaps in the hard mask (c),
through which a trench or cut line can be etched.

process is similar to that used for nano-gap capacitors [34], except that the pattern is

etched into the substrate. The hard mask may therefore require thinning by a timed etch

to avoid aspect-ratio limitations, as described in more detail below.

Trenches and cut lines

Trenches down to 30nm in width are demonstrated on a silicon substrate using negative

spacer lithography. First, a 250nm low-temperature-oxide (LTO) etch stop layer is deposited

using low pressure (LP) CVD. The sacrificial layer is composed of 400nm thick amorphous

silicon, deposited by LPCVD. Amorphous silicon (a-Si) is chosen over polysilicon to reduce

the sidewall roughness associated with large grain sizes in a polycrystalline film. The

sacrificial layer is patterned with a 0.5µm trench mask, near the lower resolution limit

of i-line photolithography. 60nm wide spacers are formed using a 100nm LPCVD recipe for

phosphosilicate glass (PSG) which is known to have a step coverage of 60%.

For the second layer of masking material, an etched-back photoresist was investigated

first. A thick 1µm layer of i-line photoresist was spun onto the substrate after spacer

formation. Using a carefully controlled oxygen plasma, the height of the photoresist was

reduced until the top of the a-Si layer and spacers were exposed. Following spacer removal,

SEM images of the spacer-defined gaps showed a high degree of roughness along the edge
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defined by the photoresist. This may be caused by poor adhesion of the photoresist to the

sidewall. For low CD variation then, it is desirable to use hard masking material on both

edges of the gap. Subsequently in this work, a second deposition of 400nm of amorphous

silicon is used.

Although chemical mechanical polishing (CMP) is an effective technique to planarize

the substrate and expose the spacers, it is relatively expensive. However, if a line and space

pattern of sufficiently high density is used, it is possible to planarize the substrate without

CMP and thereby reduce processing cost. First the hard masking material is deposited

conformally to such a thickness that the region between the spacers is filled. As a result of

the conformal deposition, the material is thicker vertically along the sidewalls, in between

the spacers, so that the topography of the region is more planar (Fig. 3.15b). A timed

anisotropic etch therefore leaves a small amount of sacrificial material in the planarized

region, protecting the substrate between the spacers. The size of the region that can be

planarized by this process was empirically found to depend on both the thickness of the

spacers and the height of the sacrificial layer, under the following condition:

2
3

(h− t) >
s

2
− t (3.5)

where h is the height of the initial sacrificial pattern, s is the separation between the spacers

(and the width of the region to be planarized), and t is the thickness of the spacers. If h

is too small relative to s, no amount of deposition and etch back can planarize the region,

since little extra material is deposited on the sidewalls. The maximum h is limited by aspect

ratio considerations, discussed in more detail below. If a suitable sacrificial layer height and

pattern spacing can be used, planarization in this manner can be considerably cheaper

than CMP. Otherwise, an alternative technique such as CMP is necessary to planarize the

substrate.

Following exposure of the spacers using this planarization process, the spacers are

selectively removed with a dilute HF dip. The 100:1 dilution of HF has a selectivity of

PSG to undoped LTO of approximately 5:1, allowing for the removal of the spacers with

minimal damage to the underlying oxide layer. An overetch of 100% is used in the spacer
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removal step to ensure complete evacuation of the gaps. In Fig. 3.16a, a top-down SEM

image shows two spacer-defined gaps in the amorphous silicon hard mask. The path of the

gaps is curvy because the initial sacrificial edge was rough; however, the width of the gaps

remains constant. Small cavities in the planarized hard mask between the spacer-defined

features are seen where the gaps were too far apart for planarization following eqn. 3.5

above.

The oxide layer is then etched anisotropically through the gaps using a CHF3 plasma

at 200mTorr and 700W. This highly selective and anisotropic etch transfers the negative

pattern of the gaps into the oxide layer immediately above the substrate. The silicon

substrate is etched with a Cl2 and HBr plasma, which also removes the remaining sacrificial

layer. Finally, the oxide layer is selectively removed in a solution of dilute HF to leave only

the silicon substrate and the etched trenches.

Fig. 3.16b shows a cross-sectional SEM image of the resulting trenches, with depth of

860nm and width of 60nm. Other samples processed with a thinner spacer layer result in

trenches of 30nm width and 490nm depth for the same silicon etch recipe (Fig. 3.16c). The

difference in etch rates and thinning at the bottom of the trenches can be attributed to

aspect ratio dependent etching (ARDE) and micro-loading effects.

The decrease in etch rate is one of the aforementioned aspect ratio considerations that

limits the maximum sacrificial layer thickness. A thick hard mask with thin, high aspect

ratio gaps will have a slower etch rate at the substrate. This will effectively reduce the etch

selectivity to the sacrificial layer or, alternatively, reduce the maximum trench depth. To

alleviate this issue, the hard mask material can be removed prior to the substrate etch. The

underlying oxide etch stop layer is then used as a hard mask.

A second aspect ratio consideration is the control of the gap width (Fig. 3.17). If the

sacrificial layer and spacer etches are not perfectly anisotropic, the final trench may be

narrowed by shadowing. From purely geometrical reasoning, the trench width in such a

condition is expected to follow:

wgap = t− h

tanΦ
(3.6)
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Figure 3.16. SEMs during negative spacer lithography processes: after spacer
removal (a, top down) and after substrate etch (b & c, cross-sectional). Even though
the lithography edge is rough, the spacer-defined trench has excellent CD uniformity
(a). With the appropriate sacrificial layer height, the area between the spacers can
be planarized via CVD and reactive ion etching (RIE), avoiding the need for CMP
(b). Negative features down to 30nm have been fabricated with this process (c).

Figure 3.17. If the etch process is not perfectly anisotropic, sloped sidewalls on the
sacrificial layer can cause sloped spacers, which in turn can narrow the effective
gap width. This presents an additional source of variation for features defined with
negative spacer lithography, but it can be mitigated by reducing the height of the
sacrificial layer.
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where wgap is the effective gap width, and Φ is the angle of the sidewall. With a high

aspect ratio gap (h � t), greater control of Φ is required in order to reduce variation in

the trench width. Thinner hard masks therefore reduce width variation as well as enable

deeper trenches.

Contact holes and vias

Contact holes can be made with two overlaid negative spacer processes (Fig. 3.18).

The process begins as above to make a planarized hard mask with the spacers exposed.

The spacers (Spacer1) are not immediately removed, however. Instead, another layer of

sacrificial material is deposited and patterned. Then a second set of spacers (Spacer2) is

formed. Another hard mask layer is deposited and planarized to expose the spacers. Using

an isotropic etch, e.g. dilute HF for PSG spacers, the spacers from both layers are selectively

removed to leave gaps. The substrate is exposed only at the intersections of each gap. An

anisotropic etch through the gap will create a hole in the substrate.

Fig. 3.19 illustrates this process with top down SEM images. A substrate of 100nm LTO

on silicon is used with a 200nm polysilicon sacrificial layer as the hard mask. For improved

visibility the hard masks are left unplanarized. The spacers on both layers are formed of

60nm PSG. Fig. 3.19b shows the process after the spacers are exposed by anisotropic etch

back, leaving a second, outer spacer of polysilicon outside the 60nm PSG Spacer2. The

underlying layer can be seen with its exposed spacer (Spacer1) on the left of the image.

The spacers are removed with dilute HF, and the underlying oxide is etched with a CF4

plasma. Fig. 3.19c shows the region circled in Fig. 3.19b after the sacrificial polysilicon

layers are removed. A 60nm hole is visible at the intersection of the spacers. Where the

underlying Spacer1 was exposed, a trench has been cut into the oxide.

The same process can be used to make a dense grid of holes by using sacrificial patterns

with dense lines and spaces. The resulting holes are expected to have the same pitch

and uniformity improvements as lines defined by conventional spacer lithography. These

improvements are important to high density device integration in two ways. First, the

88



Figure 3.18. A negative spacer lithography process for producing contact holes and
vias uses two sets of spacers. After exposing the first set (Spacer1) in a planarized
sacrificial layer (a), a second hard mask with intersecting spacers (Spacer2) is created
(b). After a deposition of sacrificial material and planarization, the spacers are
selectively removed, exposing the substrate only at the intersections of Spacer1 and
Spacer2 (c, top-down), through which contact holes or vias can be etched (d).

Figure 3.19. Contact holes created with the process described in Fig. 6 using two
orthogonal 60nm trench masks and no planarization, as illustrated (a) and seen via
top-down SEM (b). The spacers are selectively removed, leaving a 60nm hole at the
intersection (c).
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full benefits of pitch reduction can be realized, allowing integration at four times greater

density than that achievable with photolithography. Second, uniformity improvements in

the size of contact holes reduce variations in the contact resistance. Contact resistance

can affect transistor VTSAT as well as other device parameters. Variability in the contact

resistance can cause asymmetric source/drain behavior, a phenomenon to which SRAM

cells are particularly sensitive in the pass-gate transistors. The costs of negative spacer

lithography are the additional lithography, CVD, and etch processing required to pattern

negative features, and possibly added mask costs. (However, the discussion in Section

3.4 will illustrate ways in which many masks can be reused for several steps.) Alignment

of the sacrifical patterns remains a growing challenge as tighter pitches are used, but no

more so than that for photolithography. Although two alignments are necessary for making

holes with a negative spacer lithography process, each alignment is critical in only one

direction. The overall alignment tolerances are therefore expected to be similar. Although

the processing costs can be considerable, negative spacer lithography may prove to be a

less expensive (and less variable) alternative to e-beam lithography or extreme ultraviolet

(EUV) systems for continued scaling.

3.3.3 Iterative Spacer Lithography

Spacer lithography can be iterated to achieve ultra high densities. A single spacer

step reduces the average pitch in a line and space pattern by a factor of two. With n

iterations, the reduction is 2n. To achieve a final pattern of width Wn with equal spacing

Sn between all lines, the width of the sacrificial pattern in the preceding step must have

a width Wn−1 = Sn and spacing of Sn−1 = Sn + 2Wn. This can result in initial patterns

with a duty cycle significantly different from that of the final pattern. The relationship for

several iterations is presented for quick reference in Table 3.3.

Iterated processes have been demonstrated by forming spacers on the sidewalls of

existing spacers [34, 35]. This approach may introduce additional variation in line widths,

if the etch processing is not perfectly anisotropic. As for spacer-defined gaps, the final
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Table 3.3. Dimensions of Sacrificial Features Necessary to Create Final Pattern of
Wn, Sn

No. Steps Initial Width Initial Spacing Initial Pitch

n W0 S0 P0 = W0 + S0

4 5Sn + 7Wn 11Sn + 10Wn 16Pn

3 3Sn + 2Wn 5Sn + 7Wn 8Pn

2 Sn + 2Wn 3Sn + 2Wn 4Pn

1 Sn Sn + 2Wn 2Pn

thickness of the spacer-defined feature is determined not only by the thickness of the spacer

t, but also to some extent by its height hsp and the sidewall angle Φ, similar to eqn. 3.6:

Wfeature = t +
h

tanΦ
(3.7)

The additional term can be significant. Spacer heights are usually in the range of 1.5t <

hsp < 4t. The lower limit is set higher than t to avoid variation in feature width due to

rounding. (The top of a spacer feature can be described by a quarter-arc with radius t.)

The upper limit is determined by the maximum stable aspect ratio. Spacers that are too

tall can be physically unwieldy and prone to collapse. The sidewall angle Φ in an anisotropic

etch is usually large (near 90 deg), but can vary several degrees. A spacer-defined feature

with hsp = 2Wsp and Φ = 83 deg will therefore be 25% larger than that expected from

Wsp alone. Fortunately, this variation will tend to affect all spacers systematically. The

patterned sacrificial layer will tend to be symmetric, so spacers on opposite sidewalls will

have the same h and Φ. The process can be adjusted to compensate for the width increase,

for example by decreasing t.

With a second iteration, though, the sacrificial feature may look symmetric. If the

sacrificial layer is simply the spacer of the previous step, it will have a rounded top. The

height of one side of the spacer is greater than the height of the other, by approximately t1.

The second iteration of spacers will therefore have different heights, resulting in a systematic

variation. For Φ < 90 degrees, the spacer on the taller side will result in a wider pattern.
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Figure 3.20. An iterative spacer process that forms a second set of spacers on the
sidewalls of the first is subject to a systematic offset in final CD, dependent on the
thickness and angle of Spacer1 (a-c). The effect was observed experimentally (d).

From Eqn. 3.7, the mismatch will be:

∆Wfeature =
∆hsp

tanΦ
(3.8)

This effect is illustrated in Fig. 3.20. Lines of 100nm width were etched into a 200nm

thick polysilicon layer. Although the etch was performed using a nominally anisotropic

recipe of Cl2 and HBr, the actual sidewall angle was measured at Φ = 79 deg, possibly

due to sloping in the photoresist mask. A Wsp1 = 100 nm phosphosilicate glass (PSG)

spacer was formed on the sidewalls, and the sacrificial layer was removed with a highly

selective anisotropic polysilicon etch. A second spacer of polysilicon and Wsp2 = 54 nm

width was formed on the sidewalls, and the original PSG spacer was isotropically removed

in an HF solution. The final features were then etched into a layer of polysilicon below.

From equation 3.7, the predicted feature widths are 73 nm and 93 nm on the outside and

inside of the pattern, respectively. Using cross-sectional SEM, the measured feature widths
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Figure 3.21. An iterative spacer process using a multi-tiered hard mask can remove
the systematic offset in CD by ensuring that each set of spacers is formed along a
sidewall of equal slope and height. Note that a sloped sidewall etch can still introduce
error in the CD of the final features, but the offset is eliminated. Eliminating the
offset is important for patterning circuits with high sensitivities to mismatches, such
as SRAM bitcells and sense amplifiers.

were actually 67 nm and 86 nm on average. The difference of ∆Wfeature = 19 nm between

the inside and outside features matches well with the 19 nm estimation from equation 3.8.

To mitigate this systematic variation, a multi-tiered hard mask can be used (Fig. 3.21).

Each tier of the hard mask consists of a sacrificial layer and a thin etch-stop layer. The use

of an etch-stop layer ensures that the sidewall profile of the sacrificial layer does not change

with subsequent iterations. Only one set of spacers is formed per tier; the pattern is etched

into the next tier and the initial spacers are removed before the next set of spacers are

formed. This ensures that every spacer is formed along sidewalls of identical heights and

angles. A sloped sidewall etch can still introduce a systematic error in the average feature

width; however, the mismatch component of the error is eliminated. This is particularly

important for patterning circuits with high sensitivities to mismatch variations, such as

SRAM bitcells or differential sense amplifiers. It enables key dimensions of paired devices

to be defined by spacers formed during the same step without bias in the final CD.

A three iteration process is illustrated by SEM in Fig. 3.22. An initial pattern of W

= 0.5µm and P = 1.2µm was defined in a 400nm amorphous silicon layer (Fig. 3.22a).

100nm LTO spacers were formed, the first sacrifical tier was selectively removed, and the
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Figure 3.22. A refined spacer lithography process has been developed to allow
multiple iterations down to line widths of 20nm with 60nm spacing. From an initial
line and space pattern of 1.2m pitch defined with optical lithography (a), successive
spacer steps of 100nm (b), 60nm (c), and 20nm (d) are performed to reach the target
pattern. Using multiple layered hard masks enables excellent uniformity across the
wafer (e). Very low CD variation of σLWR = 2.9nm was observed (f).

pattern was etched into the second tier below. 60nm spacers were formed around the 150nm

sacrificial layer of the second tier. On the third tier, 20nm spacers were formed around an

80nm thick sacrificial layer. The final 20nm line pattern with 80nm local pitch was etched

into oxide to improve the imaging contrast with silicon. Very low line width variation (σCD

= 2.9nm) was measured across the wafer.

Iterated spacer lithography using a multi-tiered hard mask is an effective way to print

features at resolutions far below the photolithographic limit. It can be used to define line

widths down to 20nm and possibly thinner with less CD variation than that of resist-based

masks. As for negative spacer lithography, the cost of an iterated process is mostly in

the additional processing required, a relatively inexpensive premium compared to the cost

of a 32 nm photomask set ($6 million, projected from recent trends [36]). A summary

of the required processing is presented in Table 3.4, compared with an alternative double

patterning process using multiple photolithography steps. The table summarizes the pitch

and variation benefits as well as the required processing needed for one dimensional features,
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Table 3.4. 1-D Double Patterning and Spacer Lithography Process Comparison

(Expensive steps highlighted in bold)

Process Double Patterning Negative Spacer Iterated Spacer

Pitch 1/2 1/2 1/4

σCD σLER

√
2 σLER σLER

Hard Mask Tier 1 CVD

Etch Stop CVD

Hard Mask CVD Hard Mask CVD 1 Hard Mask Tier 2 CVD

Photolithography Photolithography Photolithography

Trim Spacer CVD 1 Spacer CVD 1

Etch Hard Mask CVD 2 Etch

Photolithography Planarization

Trim Spacer CVD 2

Etch Etch Etch

such as lines and spaces. The 1/
√

2 reduction in CD variation is expected due to the

correlated line edge roughness of a spacer process; however, it comes at a processing cost.

To define the second dimension, the negative and iterated spacer processes will require

repetition of these steps. The double patterning process will need to be repeated to achieve

the same 1/4 pitch reduction as iterated spacer lithography. In addition, there can be

design costs associated with iterated spacer lithography, since layouts must be composed of

patterns that can be repeated several times. This imposes a practical constraint of linearity

and regularity on circuit layouts, which may increase design time and cost. Nevertheless, for

highly regular and linear circuits, such as SRAMs, the combination of iterated and negative

spacer lithography processes is a promising approach for continued SRAM scaling.

3.4 SRAM Design

Two sources of variation, random dopant fluctuation and CD variation, have been

identified as especially problematic for SRAM scaling due to their effects on device

behavior. Each of these sources can be addressed directly by changes in device or processing
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technology. Multi-gate devices such as FinFETs or triple-gate FETs will enable undoped or

very lightly doped channels, with significant reductions in VT variation and corresponding

improvements to SRAM reliability. Spacer lithography will reduce variability in active,

gate, and contact dimensions, allowing further improvements in yield. The two approaches

can be implemented simultaneously; indeed, the heightened sensitivity of multi-gate devices

to active width variations improves the effectiveness of spacer lithography.

Each approach has a challenge associated with SRAM cell layout. As discussed in

section 3.2.2, it is inefficient to achieve a high beta ratio with multi-gate devices due to the

significant conduction along the device sidewalls. Beta ratios in such cells can be achieved

with longer gate lengths or higher VT in the PG devices, at the cost of write-ability. Spacer

lithography, especially when iterated, is best-suited for cell layouts with regular, repeating,

and linear features. As described above, modern SRAM layouts already rely on mostly

linear active and gate patterns to reduce variations; however, with spacer-defined active

or gate layers, the cell beta ratio cannot be adjusted by device sizing. Nevertheless, as

discussed in section 3.3.1, SRAM yield may still be improved if the reduction in parameter

variation is greater than the decrease in nominal SNM.

A simple means of implementing both approaches is illustrated in Fig. 3.23. Spacer

lithography is used to define four parallel strips of active region. Since the same CVD step

defines all of the device widths, mismatch variations are minimized, even if the edges of

the sacrificial pattern are rough. The spacers are trimmed to form only the six transistors

in the bitcell. A conventional lithography step can then be used to produce landing pads

for contacts, to improve manufacturability and reduce contact resistance. The gates of

the transistors can also be defined with spacer lithography. FinFET SRAMs were first

implemented with spacers in [35], in which spacer-defined multi-fin devices were used for

all transistors and selective epitaxial growth was used to increase contact area. Although

increased SNM variation was reported for the spacer-defined fins, the process suffered from a

poor gate stack deposition (another processing challenge associated with three-dimensional
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Figure 3.23. SRAMs with spacer-defined device dimensions are expected to have
low device variability due to CD variation, even if the edges of the sacrificial layer
are rough. In one implementation of a spacer SRAM process (a), the active layer
can be defined from spacers off two parallel lines and trimmed to create only six
transistors per bitcell (dotted lines). The gate layer can be defined in the same
way (b). To ease manufacturing, additional lithography steps can be used to define
contact landing pads.

device structures). The resulting FinFETs exhibited a severely skewed VT and do not

accurately represent the yield benefits of spacer-defined fins.

If the multi-gate process is well-controlled and SRAM variation is not the limiting factor

for scaling, the minimum cell size will be limited by the minimum pitch of the contact

lithography. If negative spacer lithography is used to pattern the contacts, the minimum

cell size may still be limited by the conventional lithography needed to pattern the metal

layers and local interconnects. The pitch limitations can be completely removed only if

every pattern in the cell is defined by a spacer process.

3.4.1 All-Spacer FinFET SRAM

An all-spacer layout is presented in Figs. 3.24-3.28. Every pattern can be defined

by conventional or negative spacer lithography from linear features, allowing line pitches

below 100nm with iteration. The extreme regularity and linearity of the layout could

also minimize variation for a conventional lithography process. The layout is presented

specifically for undoped SOI FinFET devices, which benefit cumulatively from reduced

σV T0 and CD variations. However, this layout in whole or in part could also be used with

other device technologies, including planar MOSFETs.
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Figure 3.24. The initial active and gate layers of a FinFET SRAM can be patterned
with spacer lithography only in the following manner. Vertical lines of active
material are patterned at a pitch P (80nm as illustrated in (a) ). The active region is
cut diagonally (b). After gate stack formation, the gate is patterned into horizontal
lines of equal pitch (c). The gate pattern must be aligned to the active pattern as
shown.

Initially, regularly spaced parallel lines are defined in a hard mask layer of high

temperature LPCVD SiO2 at 15-20nm width and P = 80nm pitch (Fig. 3.24a). Although

the final active width specification is 15nm, the width can shrink a couple of nanometers

during the etch into the silicon or during gate oxidation. The hard mask pattern is then

cut using a negative spacer process at an angle of -45 degrees (Fig. 3.24b). In addition to

disconnecting the spacers at the edges of the array, the cut also removes active material

from the locations of the inverter gate contacts. The width of the cut should therefore be

wide enough that the gate can pass through the gap, at least LG

√
2 or 35nm for LG = 25nm

patterned gate width. The pattern is then etched into the SOI layer, and the gate stack is

formed.

The gate layer is patterned with spacers at an orthogonal direction to the active layer,

with 25nm width and 80nm pitch (Fig. 3.24c). The gate layer is the first layer with critical

alignment. Misalignment of a few nanometers may result in a partial overlap of the inverter

gates with the edges of the active region in the indicated area. In the final SRAM cell this

could have the effect of increasing the capacitance between the internal node and the bitline

of the neighboring column. In the absence of processing defects, though, a misalignment
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Figure 3.25. Definition of an all-spacer SRAM continues with separation of the
wordline gates from the inverter gates (a). Areas of critical horizontal alignment
are circled. Source and drain formation can be accomplished with a hard mask and
a pattern separating PMOS from NMOS transistors (b). Local interconnects are
made to connect the gate of one inverter to the output of the opposite inverter.

of up to 30nm can be tolerated before causing a hard failure. The gate layer is then cut

diagonally at an angle of 45 degrees using a negative spacer process (Fig. 3.25a). This cut

separates the wordline from the gate of the inverter. The cut need only be wide enough to

disconnect the two gates. A 15nm cut is illustrated on both sides of the PG transistors.

Alignment errors of approximately +/- 10nm can be tolerated without affecting the PG

transistor. Following gate patterning and sidewall spacer formation, the source and drain

implants are performed. An implantation mask can also be generated with a negative spacer

process, as in Fig. 3.25b, where holes for the PMOS implant are indicated. The pattern is

generated with a P
√

2 ≈ 110nm wide, 2P
√

2 ≈ 220nm pitch line at 45 degrees and a 60nm

vertical line at 160nm pitch. NMOS source and drains can be formed using the inverse

pattern as a mask or via counterdoping.

An advantage of using SOI multi-gate or planar devices with this layout is that it is

not necessary to include well contacts within the cells. In some SRAM layouts, the wells

form continuous strips throughout the array and can be contacted on the periphery. Such

layouts may also be partly constrained by minimum n-p device spacing. In this example,

for SOI FinFETs, no wells are required. The PMOS implant layer is broken up into patches

so that VDD and GND can be routed linearly.

Following the S/D formation and activation annealing steps, an isolation layer is
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Figure 3.26. A second local interconnect pattern is required to cross-couple the
inverters (a) and the drains must be connected (b). Following metal fill of the
interconnect patterns and a deposition of an isolation layer, the wordline contact
must be patterned to connect to the top of the PG transistors (c). This is the most
challenging step in the all-spacer SRAM process.

deposited. Holes are then opened for local interconnect formation at the drains of the

inverter. In Fig. 3.25c, one set of 45nm holes is opened to connect the gate of one inverter

to the drain of the opposite inverter. The holes can be patterned with 45nm negative spacer-

defined lines at 2P
√

2 ≈ 220nm pitch and angles of +45 and -45 degrees. Two such holes

are needed in the SRAM cell, one for each inverter. Due to the constraints of linearity and

regularity of spacer-defined features, the two holes cannot be made simultaneously without

distorting their shape. A second set of holes is made with an identical pattern and process to

the first, but an offset of (80nm, -40nm) onto the second inverter (Fig. 3.26a). Finally a thin

hole is opened in the horizontal direction to bridge the drains of each inverter (Fig. 3.26b).

This hole can be patterned with a combination of a horizontal, negative spacer pattern of

less than 30nm width and 2P = 160nm pitch and a vertical positive spacer pattern of less

than 40nm width and similar pitch, as shown. If these three local interconnect patterns

are etched into a thin hard mask layer over the isolation dielectric, they can be etched as

a single set of contact holes with minimal damage to the underlying buried oxide layer or

the sidewall spacers around the gate. A metallization process can then be used to fill the

holes.

The most challenging step of the all-spacer SRAM process is the formation of the

wordline contacts (Fig. 3.26c). Because of the constraint of linearity, it is necessary to
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Figure 3.27. The wordline is routed horizontally (a). Contacts are then formed at
the top and bottom of each cell (b) to connect to the supply and bitlines, which are
routed at an angle of 45 degrees (c).

make a very short gate pattern for the PG devices. Unlike in other SRAM designs where

the wordline contact is made on the edge of the cell next to the device, in this design it

is necessary to contact the gate over the transistor itself. As a result the contact must be

very small (up to LG = 25nm) and precisely aligned. Fortunately, as a gate contact, it is

less sensitive to variations in resistance than other contacts (e.g. BL). Once the contacts

are made, the wordline can be patterned with a relatively large horizontal pattern of 100nm

width and 2P = 160nm pitch (Fig. 3.27a), leaving 60nm for the external contacts. The

external contacts are regularly spaced contact holes at the edges of the SRAM cell which

make connections to VDD, BL, BLB, and GND (Fig. 3.27b). Forty nanometer wide

contact holes are illustrated, but the actual dimensions can be varied such that the sum of

the contact width and the vertical alignment tolerance is less than 60nm. Metal wires are

then patterned at an angle of 45 degrees and P/
√

2 ≈ 60nm pitch to form diagonal columns

in the array (Fig. 3.27c).

The final SRAM bitcell and array configuration is illustrated in Fig. 3.28. The bitlines

are interleaved with those of the neighboring cells in the same row, such that BLB for the

neighboring column on the left runs between BL and VDD and BL for the neighboring

column on the right runs between GND and BLB. Each bitcell is rectangular, but since the

columns run diagonally, the final shape of the array is a parallelogram. This is illustrated
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Figure 3.28. The final 0.0512µm2, 82F2 SRAM bitcell is rectangular, with bitlines
interleaved with those of the neighboring columns (a). Rows run horizontally and
columns run at 45 degrees, resulting in a parallelogram-shaped array, numbered as
(row, column) (b).

for a 3 × 3 configuration of cells in Fig. 3.28b with row and column numbering. The area

of each bitcell is 8P 2 ≈ 0.0512µm2, or approximately 82F2 (using F = LG = 25nm).

The cell can be so small because two major obstacles to scaling have been removed. First,

the density improvements of an all-spacer process allow patterning at sub-lithographic pitch.

Secondly, the use of spacer-defined undoped FinFETs allow for larger yields with a small

cell. The major challenge to this process is integrating it with other circuits on the chip.

Separate lithography steps are required for the sacrificial patterns in the SRAM array and

the circuits elsewhere on the chip. The many extra steps associated with this process make

the all-spacer SRAM an expensive, though viable, solution for continued SRAM scaling.

3.4.2 Other circuit layouts

The costs of an all-spacer process can be reduced if an overlap can be found between

SRAM and logic patterning steps. Most logic circuits are less sensitive to variation because

they use larger devices and have wider noise margins. Nevertheless, spacer lithography can

also be used for the critical layers of other circuits, such as standard logic cells.

An example of such a layout is shown in Fig. 3.29, in which the critical dimensions of the

active, gate, and contact layers can all be defined exclusively with spacer lithography. The

active layer can be defined with horizontal spacers off of an ashed or trimmed pattern from

Mask I. Strips of spacer-defined active regions are then isolated with negative spacer-defined
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Figure 3.29. Negative spacer lithography is best suited for regular circuit layouts
and can be adapted to arbitrary logic gates composed of standard cells. The active,
gate, and contact layers of this circuit can be defined in seven spacer lithography
steps using only three masks (right).

cut lines off the inverse of Mask III. The transistor gates are all defined with conventional

spacer lithography (from Mask II) and separated with a trimming step (Mask I) at the

edges of the circuit. If the pattern of Mask II is too small for photolithography, the

pattern can be reproduced from larger features using the iterated process described in

Section 3.3.3. Contact holes can be defined with a negative spacer lithography process

using a combination of all three masks. In this manner, circuits can be integrated at sub-

lithographic pitch. Since all of the critical device dimensions are spacer-defined, variability

is expected to be minimized. The cost of an all-spacer integration is only in the extra

processing required. Although four additional lithography steps are required relative to a

photolithography process, no additional masks are needed.

3.5 Summary

The device techniques with the greatest potential to reduce variation in SRAM

performance require the greatest departures from current CMOS technology. Multi-gate

devices and spacer lithography processes address variations at the device parameter level.

By reducing σV T0 and σL, they reduce SRAM metric variations as well. The resulting yield
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improvements can significantly extend SRAM scaling, but at a high cost in processing and

design.

The biggest yield improvement is expected from a transition to multi-gate devices. The

use of undoped channels removes the leading cause of threshold voltage variation, random

dopant fluctuation. The improved gate control of these devices also reduces DIBL, VT

rolloff, and off-state leakage, all of which improve SRAM performance or function. With

triple-gate devices specifically, read and write yield improvements of over 2σ are expected,

with no area or speed penalty (and in some cases, enhancement). Though good for SRAM,

a transition to triple-gate devices will likely require the redesign of many logic circuits

to satisfy device width constraints. Process improvements in lithography depth of focus,

etching, and planarization may also be required.

Using spacer-defined devices will remove much of the variation associated with

dimensions such as gate length and active width. VT variations associated with CD problems

such as LER are becoming worse with scaling. With multi-gate devices, tight CD control

is expected to be even more important. Techniques such as negative and iterated spacer

lithography allow for improved uniformity at sub-lithographic pitch, but extra processing is

required. The greatest improvements in yield and area are expected from a combination of

spacer processing and multi-gate devices, such as the 0.0512µm2 all-spacer FinFET SRAM

described above.

The yield benefits of these device techniques are great enough that it is likely some

form of them will eventually be adopted. However, the high costs and high risk will lead

semiconductor companies to delay adoption of these techniques as long as possible. In the

meantime, there is an opportunity for incremental solutions in the form of new peripheral

circuit and cell designs. Circuit techniques can provide modest yield enhancements with

moderate cost but low risk. In combination with process optimization, they may allow

SRAM scaling to continue for the short term. More importantly though, they also

complement the device techniques that have been presented in this chapter, addressing

what variation will remain even if all of the device techniques here are implemented.
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Chapter 4

Designing for Variation in SRAM

4.1 Introduction

Although fundamentally its sources are at the device level, SRAM variability can also

be addressed with circuit design. Circuit-based solutions have the advantages of low risk

and low cost of development relative to changes in the device architectures or processes,

which are often disruptive technologies. These advantages are compelling in a competitive

industry in which product delays can result in a loss of market share and economic reasons

may limit the future rate of scaling. The disadvantages of circuit-based solutions are that

they do not address the 1/
√

WL increase in variability with scaling and their effectiveness

does not scale. Instead they provide a one-shot boost to yield, with the possibility for

additional robustness from supplementary circuit or device solutions. Nevertheless, their

low cost and risk make circuit-based solutions attractive for short term yield enhancements,

at least.

Many circuits for reducing SRAM variability have already been developed, with

approaches ranging from introducing redundancy to modifying the biases, timings, or even

the designs of the bitcell. Designs with redundancy use additional rows or columns of SRAM

cells that can be programmed to replace a small number of failing cells. Error correction

coding techniques, in which a small number of additional bits is used to verify and correct
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of a small section of memory, also fall in this category. SRAM arrays with redundancy are

commonly used in commercial products, with an area overhead of up to 10% [1]. Other

designs modify the biases on the bitlines, the wordline, VDD, GND, or in the wells to

facilitate read and/or write operations. For example, read stability can be enhanced by

lowering wordline voltage or forward biasing the n-well around the PU devices. Arrays

with dynamic n-well biasing have recently been incorporated into commercial products [2].

Still other designs modify the length of time for a read or write access to improve read

stability or write-ability. A shorter read access time, for example, leverages the internal

node capacitance of the bitcell to give a higher dynamic noise margin, even if SNM is small

[3]. Finally, some memories use different bitcell designs to increase margins by adding

extra transistors (e.g. 8-T SRAM [4]), introducing asymmetry [5], or making additional

connections within the cell [6].

The approaches can be differentiated as closed-loop, which employs feedback to respond

to measured variation, or open-loop, which improves robustness generally. Designs with

redundancy are closed-loop insofar as they target cells with observed failure. On the other

hand, designs which modify the bitcell are open-loop. Designs which modify biases or timing

can be in either category. Among these, closed-loop designs can be expected to give better

results if they are designed to optimize a tradeoff, such as that between read stability and

write-ability. With this kind of feedback, it is necessary first to sense the device variations

(e.g. in parameters such as W , LG, or VT0) or their net effect, and second to make the

appropriate compensation via one of the methods described above. Often it is sufficient to

sense variations only once, since the dominant sources like random dopant fluctuation and

line edge roughness are invariant with time. These variations can thereafter be compensated

with an open-loop implementation, for example by programming an optimal WL bias to

balance read and write margins.

Closed-loop implementations require on-chip sensing of variations. In order to capture

both systematic and random effects, circuits with SRAM-like layouts can be implemented

in close proximity to the SRAM array. These circuits use wiring in the metal layers to
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focus on the pass-gate devices [7] or NMOS devices generally [8]. Takeda et al. use

a “monitoring circuit” of one-and-a-half cells to sense variations that affect write-ability

specifically. By providing on-chip measurements of variation, these designs can enable real

time compensation. Off-chip sensing techniques can also be useful for characterizing the

variability of a process. They have the added advantage of accuracy by measuring the cell

or device currents from the actual SRAM cells in the array [9, 10, 11]; however, they are

not practical for closed-loop compensation.

In addition to their benefits to yield, an important metric for these circuits is their

layout area. Whether on the periphery of an array or in the bitcells themselves, every

additional circuit expands the total area footprint of the memory. Circuits for reducing

SRAM variability must therefore be compared in terms of area overhead. In addition, they

must be compared against the simple alternative of slowing bitcell scaling.

This chapter presents several techniques to sense and compensate for SRAM variability.

A variation sensor based on SRAM cells is introduced to sense how spatially-correlated

variations affect the read / write balance of an array. A method for measuring statistical

distributions of device parameters from within large SRAM arrays is presented. Finally,

the advantages of feedback at the bitcell level are analyzed for the enabling case of

independently-gated FinFETs, and designs to further enhance yield are proposed.

4.2 Systematic Variation Sensing

Process variations can be systematic or random in nature. Systematic variations, such

as those caused by changes in critical-dimension bias or alignment, are spatially correlated,

affecting multiple cells in close proximity. The spatial correlation can extend over several

microns (within die) to several millimeters (die-to-die), or from wafer to wafer.

The variability of any particular SRAM cell is determined by a combination of many

random and systematic variations at the device level. Both types of variation can affect

device pairs in a common or differential (i.e., mismatch) mode. The relative importance
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Figure 4.1. Normalized sensitivities to read SNM (a) and write-ability current (b),
illustrating that both mismatch and common mode variations affect SRAM.

of common-mode and mismatch variations can be illustrated with simulated, normalized

sensitivities of read stability and write-ability metrics to VT0 variation (Fig. 4.1). The

sensitivities in Fig. 4.1 were simulated using measured I-V targets from padded-out SRAM

cells in an early 45nm industrial process. Read SNM is much more sensitive to mismatch

variations than common-mode variations in the PD devices, whereas it is equally sensitive

to mismatch and common-mode variations in the PG devices, since each of these affects

only one half of a cell (Fig. 4.1a). For write-ability, the sensitivities are more distributed,

and are accentuated for common-mode variations in the PG devices (Fig. 4.1b) due to the

complementary pull-down / pull-up behaviors of these devices on each side of the cell. Note

that common-mode variations generally degrade either stability or write-ability via the read

/ write tradeoff, whereas mismatch variations always degrade one half of a cell. Control of

both common-mode and mismatch variations is therefore important for SRAM robustness.

The analyses in chapters 2 and 3 focused on random variations for several reasons.

The magnitude of random variations has been increasing with continued technology scaling

and is beginning to reach prohibitive levels. Unlike systematic variations, random variations

cannot be compensated by a process adjustment. Systematic variations are harder to model,

since they are not independent and can arise from complex sources.

Systematic variations can cause both common-mode and differential variations in the

cell performance because they can arise from multiple, opposing sources. For example, a

systematic bias in transistor gate lengths would be a source of common-mode variation,
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Figure 4.2. IDLIN measurements of adjacent PG and PD devices are weakly
correlated (R2 = 0.11). The standard deviation of currents can be decomposed into
systematic (σs) and random (σr) components, with systematic variations accounting
for approximately 10% of total PG IDLIN variability.

whereas a gate misalignment would cause a mismatch. The total variation can be

decomposed into a net systematic component (σs) and a random component (σr). Fig. 4.2

illustrates the correlation between adjacent PD and PG IDLIN (VDS = 0.1V, VGS = 1.0V)

measured from 144 cells. The correlation of the currents is R2 = 0.11, suggesting that

approximately 11% of the total variation is due to spatially correlated sources. Variations

from a perfectly random source alone would be expected to give a correlation less than

this with 91% confidence. Among all device pairings, the correlation between PG and PD

IDLIN was the largest, indicating that the process has a very low within-die systematic

variability. Greater systematic variations are expected at the die-to-die and wafer-to-wafer

levels, however.

In order to detect spatially correlated variations, small sensor circuits can be placed

on the periphery of an SRAM array [8, 7, 12], using partial cell layouts to replicate the

environment of the actual SRAM cells. For example, Agarwal et al. use a mini-array of

SRAM-sized devices to enable I-V data collection [8]. Off-chip sweep and measurement

equipment can be used to quantify both random and systematic variations, which can then
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be used to estimate yield. Other designs combine the sensing of systematic variations with

a circuit to correct them using cell bias. The information from the sensors can be used to

compensate average read or write margins of the arrays through VDD adjustments, well-

, bitline- or WL-biasing. Ohbayashi et al. use several “replica access transistors” with

an identical layout to PG devices in the cell [7]. These transistors oppose a wide PMOS

driver to set the WL bias voltage (VWL) for cell access. The circuit thereby compensates

for systematic NMOS variations by adjusting VGS on the PG transistors, which increases

robustness to read upset but degrades write-ability. Additional circuitry is used to recover

the write-ability to a desired minimum threshold. Takeda et al. use a “monitoring circuit”

of one-and-a-half cells to determine the minimum VWL or maximum VDD to ensure write-

ability [12]: the internal nodes of a monitor cell are connected to an op-amp, which sets

VDD − VWL to force the cell into a meta-stable state (with equal internal node voltages),

which is the minimum DC condition for a successful write. This approach can increase

robustness during read well beyond what is practically required, with an excessive penalty

to write access time.

Cells in the same row must simultaneously be both writeable and robust to half-select

upset. There is a well-understood tradeoff between the write access time and stability

during a half-select condition, which at DC can be measured by the read static noise margin.

Increasing the strength of the PG devices improves write-ability but degrades read SNM.

Increasing the strength of the PU devices tends to produce the opposite effect. Due to

this read / write tradeoff, optimizing for write-ability impairs the half-select stability, and

vice-versa. An improved approach to correction for systematic variations that optimizes

this tradeoff can maximize overall SRAM yield.

4.2.1 Sensor Design

The systematic process variation can be expected to degrade either write-ability or cell

stability during a half-select. Fig. 4.3 illustrates a variation sensor circuit that restores

the balance using the read / write tradeoff. The sensor comprises half-cells configured for a
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Figure 4.3. Multiple copies of cells with identical SRAM layouts through the first
metal layer are configured for worst case write (a, left side; layout: b) or worst case
read (a, right side; layout: c). The voltages at the internal nodes Vsw for write and
Vsr for read are negatively correlated with cell read stability and write-ability. The
op-amp changes VWL to optimize the read / write tradeoff for systematic variations.

worst-case read or a worst-case write. Actual SRAM bitcell layouts are used up through the

first metal layer to ensure maximum sensitivity to layout-sensitive variations. The worst-

case condition for writing a cell consists of a voltage divider with the PG device contesting

a fully-on PU device to bring the internal node voltage, Vsw, low. In the layout, this can

be achieved (for example, on the CH side) by connecting BL and CL to GND, with VDD at

the source of the appropriate PU device, and the other nodes floating (Fig. 4.3b). Similar

connections can be made to configure the cell for a worst-case write on the CL side. The

worst-case read condition for a cell consists of a resistive voltage divider with a fully-on PD

contesting the adjacent PG device to bring the internal node voltage, Vsr, to a low value.

In the layout, this can be achieved by connecting BL and CL to VDD and by connecting

VSS to GND on the CH side of the cell (Fig. 4.3c). The rest of the nodes are left floating.

In all cases, the gate of the PG is connected to WL, and each sensor half-cell is the size of

one SRAM bitcell.

The internal node voltages, Vsr and Vsw, can be used to estimate the read stability and

write-ability of a set of cells. Lower Vsr corresponds to less read disturb and therefore higher
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Figure 4.4. The outputs of the worst-case read and write sensor cells, Vsr and Vsw,
are negatively correlated with SNM and Iw, respectively. The read / write tradeoff
for a set of cells can be estimated with minimal area overhead using these metrics.

read stability. Lower Vsw corresponds to an easier and faster write. Fig. 4.4 illustrates

good correlation between these voltages and read SNM or IW , as determined by Monte

Carlo simulation. The correlations in Fig. 4.4 can be improved by including secondary

contributions from the other four transistors in the SRAM cell, but this requires additional

connections that increase overall sensor area.

In both read and write cases, the strength of the PG transistor is determined by VWL.

Wordline biasing was chosen due to its relatively large impact on the write / read (half-

select) tradeoff; however, other biasing or timing approaches could also be used. Raising

VWL increases the PG strength, lowering Vsw but raising Vsr. An op-amp is used to find the

optimal wordline bias VWL
∗ for which the maximum of Vsr and Vsw is minimized (Fig. 4.5).

Because of the read / write tradeoff, the minimum is achieved when Vsr = Vsw. Depending

on the requirements of the application, VWL
∗ may be chosen to be a fixed offset away from

this point without affecting the sensor’s response to systematic variations.

In the presence of variations, the sensor modifies VWL to maintain Vsr = Vsw. Fig. 4.6

illustrates the simulated response of a sensor to variations in the PG gate length. Increasing

gate length weakens the PG transistor, improving read stability, and raising Vsw. Vsr and

Vsw are plotted with the op-amp output connected to VWL in feedback vs. with VDD

connected to WL. The sensor correctly lowers the maximum of Vsr and Vsw at all points

but one, where the optimal VWL
∗ = VDD.
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Figure 4.5. The optimal VWL
∗ is that which minimizes the maximum of Vsr and

Vsw. Because of the read / write tradeoff, this point is where the two voltages are
equal.

Figure 4.6. The optimal VWL
∗ is adjusted to minimize the maximum of Vsr and Vsw

in the presence of systematic variations, such as on PG LG.
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Figure 4.7. Variation sensors consisting of 16 half-cells are implemented on an
SRAM testchip in an industrial 45nm process (a). The sensors are situated in
close proximity to SRAM arrays and share a single amplifier, connected through a
transmission multiplexer (b). Die photo of the testchip (c).

Each sensor can comprise multiple, parallel copies of half-cells. The cells are connected

in parallel with the outputs Vsr tied together for the read half-cells, and Vsw tied together

for the write half-cells. Increasing the number of parallel half-cells reduces the variability

due to random sources by a factor of 1/
√

N . The half-cells can optionally include different

orientations to control for systematic variations associated therewith.

4.2.2 Experimental Results

The variation sensor is implemented in silicon in an early industrial 45nm process, as

illustrated in Fig. 4.7. Six sensors are placed near SRAM arrays across a 2mm × 2mm die.

Each sensor consists of sixteen half-cells: eight for the worst-case read and eight for the

worst-case write. All cell orientations are included. The input and outputs of each sensor

(VWL, Vsr, and Vsw) are connected via a transmission multiplexer to one shared PMOS-
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Figure 4.8. BLRM, a measure of read stability, decreases with increasing WL
voltage, while BLWM, a measure of write-ability, increases for several SRAM cells
in a dense array. Error bars indicate +/- one standard deviation. The optimal WL
voltage of the nearest variation sensor is indicated by the dotted line.

input amplifier. In this proof-of-concept design, a simple 1-stage folded-cascode amplifier

with a gain of more than 60dB is implemented in a 9000 µm2 area. Large 1.8V, thick-oxide

transistors were used to ensure a high gain and small 3σ offset of 2.4mV. In a mature

process, when the matching data is known, a much smaller, thin-oxide amplifier could be

used. VWL is also connected to an external pin for data collection.

Fig. 4.8 illustrates the average response of several SRAM cells to different VWL. Because

only the bitlines and wordlines are externally accessible in these cells, the bitline read margin

(BLRM) and bitline write margin (BLWM) are used to measure read stability and write-

ability. BLRM is defined as VDD minus the smallest cell supply voltage that retains the cell

state with VBL, VBL, and VWL = VDD. BLWM is defined as the highest VBL that flips the

cell state with VWL = VBL = VDD. These metrics have been shown to correlate well with

read SNM and IW , respectively [10]. With increasing VWL, BLRM decreases and BLWM

increases, similar to the expected trend from Fig. 4.5. The VWL
∗ indicated by the variation

sensor is near the crossover point where BLRM = BLWM. A small offset can be expected

since the metrics are different from the Vsr and Vsw equalized by the op-amp.

VDD and substrate biases can also be used to skew the read / write tradeoff. With

VWL = VDD, increasing VDD improves write-ability faster than read stability (Fig. 4.9a).

A lower VWL can restore the balance, so the variation sensor output generates a decreasing
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Figure 4.9. Increasing VDD (a), n-well bias (b), p-well bias (c), and temperature (d)
all have the effect of favoring write-ability. A lower VWL

∗ can be used to restore the
balance.

VWL
∗ − VDD. The read / write tradeoff is highly sensitive to VDD variations, with an

average of 40 mV of VWL
∗ required to compensate for a 100 mV change in VDD. With

increasing n-well bias, the PMOS devices become weaker, improving the write-ability. This

effect is similar to that produced by burn-in phenomena such as negative bias temperature

instability (NBTI), which increases PMOS VT0 over time and was shown in Section 2.5 to

lower SRAM yield. The variation sensor appropriately decreases VWL
∗ in response to the rise

in PMOS VT (Fig. 4.9b). With increasing p-well bias, the NMOS devices become forward-

biased, increasing their drive currents, and improving the write-ability. VWL
∗ is observed

to decrease accordingly (Fig. 4.9c). An average decrease in VWL
∗ with temperature of

∂VWL
∗/∂T = −0.2 mV/K was also observed (Fig. 4.9d).

In order to evaluate across-chip variations, 512 cells from each of six arrays at different

locations on the die are measured. BLRM and BLWM are measured for each cell at VWL =

VDD − 0.1V and VDD + 0.2V. A linear relationship between BLRM, BLWM, and VWL is
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Figure 4.10. Measurements of groups of N SRAM cells show a decreasing random
variation component as N increases. The least squares fit from theory (eqn. 4.1)
indicates σs = 3mV, far below the detection limit of the 16 half-cell sensors. The
across-wafer signal is also low (4mV).

assumed based on the measurements illustrated in Fig. 4.8. The VWL where BLRM =

BLWM is then calculated for each cell. Because of variability, there is a distribution of VWL

from each array. The VWL are normally distributed with a standard deviation of 47 mV

that comprises a random (σr) and systematic (σs) component. To isolate the systematic

variation, groups of N cells can be averaged. The calculated VWL are then expected to be

normally distributed with a standard deviation of:

σV WL =

√
σ2

r

N
+ σ2

s (4.1)

Fig. 4.10 illustrates the measured σV WL for different N among all six arrays. The

least squares fit curve of Eqn. 4.1 is also shown, with σr = 46mV and σs = 3mV. This

corresponds to a very low level of across-chip variation, far below the 17 mV that the

implemented sensors are able to measure with only N = 8 cells. The measured value

of σV WL∗ from 42 sensors on seven chips (with die-to-die and wafer-to-wafer systematic

variations subtracted out) is 14 mV, close to the expected value. A large sensor of N > 512

cells would be required to detect systematic variations at σs = 3mV; however, such a sensor

would be impractical since this level is too small to affect yield.

With simultaneous process, voltage, and temperature variations, however, a larger

spread in the data is measured. At each point in Fig. 4.11, the average of all six variation
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Figure 4.11. Chip-to-chip correlation of sensor VWL
∗ and optimal VWL as measured

from arrays. Each data point represents an average of six variation sensors and over
256 array cells. A range of chips, VDD, substrate biases, and temperatures were
used to verify operation under various operating conditions.

sensors on a chip is plotted against the average optimal VWL (at BLRM = BLWM) from

the arrays. To reduce noise, only chips with over 256 measured cells are plotted. The sensor

VWL
∗ has a 50mV offset, but otherwise tracks the optimal value within 30mV over a 500mV

range. Since each chip has its own op-amp, an additional source of variability in the sensor

output is expected.

The variation sensor can compensate for high levels of systematic variation, where a

reduction in σs is expected to improve yield. The sensors should contain at least N > σ2
r/σ2

s

cells to ensure a strong signal. The separation between multiple sensors on a chip determines

the minimum distance over which spatially correlated variations can be detected. Sensors

placed 400µm apart, for example, will be unable to detect variations that are correlated

within 40µm, even if they are large in magnitude. In the test arrays, measurements for cells

within ranges of 10 - 200µm exhibited a very low σs in this process, however, so only one

sensor is required for these ranges.

4.3 Device Characterization from SRAM Measurements

One disadvantage of relying on peripheral sensors to characterize variations is that a

significant layout area can be required to minimize their sensitivity to random variation or
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to provide statistics with high confidence. With SRAM yield requirements exceeding five

sigma, statistical data is necessary to make accurate yield projections for new designs or

processes. Throughout this work, the yield projections rely on an assumption of normality

in the distributions of device parameters such as VT0 or LG. For small amounts of

variation, this assumption can be experimentally confirmed; however, some reported SRAM

measurements show non-Gaussian behavior in the tails of the distribution, beyond the three

sigma level [13]. For robust SRAM design, it is desirable to characterize the statistics of

device parameters in SRAM layouts. These statistics can then inform process modifications

or the next stage of design.

There are several advantages to gathering this data directly from the SRAM arrays

themselves. The area requirements of sensor cells or separate device arrays [8] are greatly

reduced by using the SRAM bitcells themselves. There are no effects from using different

layout environments or positions in the die. Finally, the SRAM cells have a demonstrably

high sensitivity to variation. The challenge is that there are many variable device parameters

within a bitcell and relatively few external connections through which to characterize them.

SRAM arrays are already measured for statistics on performance and yield. So-called

“schmoo” plots are common for graphing yield as a function of voltages and/or frequency.

Measurements on the array can range from simple logical tests, such as those commonly

used by built-in self-test (BIST) circuits, to current measurements through the bitlines. For

example, Yu et al. use read current measurements to determine cell biases, thereby reducing

die-to-die variations [9]. Current and voltage measurements have also been used to measure

read stability and write-ability from large arrays [10]. With significant PG overdrive, the

I-V characteristics of cell transistors can be measured directly [11].

I-V measurement of the cell transistors allows for direct electrical measurement of some

device parameters, such as VT0, and extraction of others, such as LG (approximated from

DIBL) and W (combined with variations in gate oxide thickness and mobility). There

are some drawbacks, however, to measuring the I-V characteristics directly. First, leakage

paths in the array make it difficult to measure currents below a few µA/µm. Threshold
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voltage must therefore be measured at a current level already in strong inversion or be

extracted from high current measurements using ID-VG equations. Second, very high

VWL is required to minimize uncertainty in the internal node voltages for PD and PU

measurements. This causes significant stress on the PG gate oxide, lowering the lifetime of

the transistor. Third, there is a significant area cost associated with circuits that measure

current. Finally, the device parameters must still be extracted from the I-V data. In spite

of the significant disadvantages, this approach nevertheless enables high counts of data

collection for determining the statistics of SRAM device variation [11].

These disadvantages can be eliminated with an approach using only measurements of

SRAM metrics and knowledge of their sensitivities to device parameter variations. The

approach is based on the pseudoinverse technique for solving systems of linear equations.

Given a set of n device parameters ~x, represented in vector form, and a set of m SRAM

metrics ~b, there exists an m×n matrix A such that the entries of A contain the sensitivities

of the different metrics to the different parameters:

Aij =
∂bi

∂xj
(4.2)

In general, if m 6= n or the parameters or metrics of ~x or ~b are not linearly independent,

A is not invertible. In these cases, the device parameters ~x can be estimated with the

pseudoinverse of A:

~x =
(
AT A

)−1
AT~b (4.3)

Eqn. 4.3 gives the ~x that minimizes ||A~x −~b|| or, in the case of degenerate solutions, the

one that minimizes ||~x||2. In practice, there is always error in the sensitivities and metric

measurements, which results in a subspace of possible ~x meeting a minimum threshold of

fit. For most cases though, the subspace can be made small and a good approximation

of the actual ~x is obtained. This approach relies on two key assumptions: first, that the

measured SRAM metrics can be represented as a linear combination of device parameters,

and second, that the device parameters are linearly independent.

The first assumption is verified on 144 padded-out SRAM cells, in which the internal

nodes can be directly accessed via large transmission gate multiplexers. I-V characteristics
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Figure 4.12. Linear combinations of device parameters can be used to estimate
SRAM metrics such as SNM (a), WLWM (b), IW (c), and Ir (d). Good correlations
to the actual measured metrics are seen in all cases, using only two I-V targets per
device.

for every transistor in every cell are measured, and the I-V targets VTLIN and IDSAT are

used as device parameters. IDSAT represents a combination of W , LG, and VT0 variations–in

addition to other possible sources of variation (such as in mobility or gate capacitance)–

whereas VTLIN is determined primarily by VT0. SRAM metrics such as SNM, WLWM, Iw,

and the DC read current Ir are measured from the same cells. The metrics SNM and Iw

cannot be measured from the wordlines and bitlines alone, but they are used as proxies

in this analysis for the bitline metrics BLRM and BLWM, which are not measurable in

this padded-out implementation. Using the sensitivities as coefficients, these metrics can

be estimated with a linear combination of the device parameters. Fig. 4.12 illustrates the

correlation of these estimates with the actual measurements from the cell. Good correlations

are seen to all of the metrics, verifying that they can be represented with this approach.

The error can be attributed to device variations that are not captured by VTLIN and IDSAT

alone.

The second assumption of linear independence in the device parameters can also be

verified from measurements. Within a device, IDSAT is strongly correlated with VTLIN

(R2 = 0.7), but also includes a significant and detectable independent component. Among

different devices, the parameters are also expected to be independent, in part due to the

high level of random variation observed in section 4.2. A low measured correlation between

parameters supports this assumption (Table 4.1). The highest correlations of 0.10 are
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Table 4.1. Correlations of Device VTLIN (units of σV T )

VT1 VT2 VT3 VT4 VT5 VT6

VT1 1.00 0.10 0.10 0.06 0.06 -0.02

VT2 0.10 1.00 0.08 0.07 0.07 0.04

VT3 0.10 0.08 1.00 0.00 -0.05 -0.01

VT4 0.06 0.04 0.00 1.00 -0.02 0.07

VT5 0.06 0.07 -0.05 -0.02 1.00 0.06

VT6 -0.02 0.07 -0.01 0.07 0.06 1.00

Figure 4.13. Sensitivities (in units of σSNM or σWLWM per σV T ) extracted from
simulation and a small number of padded-out SRAM cells show good agreement.

observed among NMOS VTLIN .

With linearly independent and uncorrelated device parameters, it is easy to determine

the sensitivity matrix A. In this case the sensitivities can be extracted from simulation or

measurements of a small sample of padded-out cells, such as those in a scribe-line macro

or a mini-array. From simulation, the sensitivities can be determined by measuring the

change in an SRAM metric for a positive and negative perturbation in a single parameter.

From measurements, the sensitivities can be extracted from the slope of a least-squares fit

to the data. Fig. 4.13 illustrates the sensitivities to SNM and WLWM with good agreement

between these methods. The presence of measurable SRAM cells on the wafer are expected

to provide the more accurate sensitivities for characterizing device parameters. In the case

where the device parameters are chosen to be linearly independent yet partly correlated, a

set of uncorrelated device parameters can be chosen by subtracting out the projection onto
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Figure 4.14. Device parameters can be extracted from a combination of SRAM
current and voltage metrics at different VDD. X-Axis: measured parameters, Y-
Axis: extracted from SRAM model

the independent parameters. Alternatively, partly correlated parameters can be used for

the extraction if the sensitivities in A are similarly adjusted.

Extraction of device parameters is first demonstrated using a combination of current

and voltage metrics (SNM, WLWM, IW , and Ir) at VDD = 0.6, 1.0, and 1.3V. Fig. 4.14

illustrates a good correlation between the extracted VTLIN and IDSAT from the SRAM

metrics and the actual I-V targets measured from the devices. A total of 144 cells are

plotted. The strongest correlations are to the parameters of the PG device, since it is

directly connected to the bitlines and wordline. There is more error in the PD and PU

extractions, but overall the average parameter error is low. Fig. 4.15 presents a histogram

of the average parameter error, as determined by first calculating the absolute value of the

error between extraction and measurement for each parameter in each device and, secondly,

averaging among all the devices in the cell. The average is approximately 0.33σ, and three

quarters of the cells have less than 0.4σ. Fig. 4.16a illustrates the IDSAT and VTLIN from
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Figure 4.15. The average parameter error is approximately 0.33σ and less than 0.4σ
for 75% of the cells .

Figure 4.16. Device parameter extraction can indicate which devices are fast or
slow, even if multiple devices exhibit variation in the cell (a). The approach also
works for cells with a single outlier device (b).

extraction and measurement for a single cell. Devices in the top-left quadrant are relatively

fast, with low VTLIN and high IDSAT . Devices in the bottom-right quadrant are relatively

slow. The plot shows a good fit between the extraction and the actual measured parameters,

even though the cell has a moderately high level of variation. This approach can also be

used to extract parameter variation from cells with only one outlier device (Fig. 4.16b).

Even if the area and time costs of current measurements are too high, significant

information can be extracted using voltage metrics alone. Fig. 4.17 illustrates the

correlations between extracted and measured device parameters for the same 144 cells

when only the voltage metrics SNM and WLWM are used. Measurements are taken at
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Figure 4.17. Even if only SRAM voltage metrics are used, device parameters can
still be extracted with reasonably good accuracy. X-Axis: measured parameters,
Y-Axis: extracted from SRAM model
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Figure 4.18. The average parameter error is 0.1σ larger when the device parameters
are extracted using only voltage metrics (a); however, the relative variability for all
six devices in a cell can still be obtained accurately (b).

VDD = 0.6, 1.0, and 1.3V and also with forward body biasing of 0.4V on the n-well or the

p-well at VDD = 0.6V. The R2 of the correlations is about 0.1 lower without the current

measurements, but the average parameter error is still relatively low. Fig. 4.18a presents a

histogram for the average parameter error in this case. The average is 0.5σ, but the median

is 0.4σ. A third example cell is also shown with reasonably good fit (Fig. 4.18b). It is

therefore feasible to extract device parameters from voltage metrics alone, eliminating the

large area requirements of current measurement circuits.

The approach is demonstrated on 512 cells in a densely packed array, with the internal

nodes inaccessible. The SRAM metrics BLRM and BLWM were measured at VDD = 1.0V

and 1.3V. Fig. 4.19 illustrates a spatial variation plot and the measured distribution for PG

VTLIN . Each square in the spatial variation plot represents the average of eight cells. The

amount of spatially-correlated variation is very low and is consistent with the findings of

section 4.2. The distribution is Gaussian shaped and similar to that from measurements of

512 PG devices from padded-out cells with the same cell layout. The standard deviations are

comparable; however, the expectation was for a slightly larger σ in the extracted distribution

due to the parameter error. The comparable σ between the distributions in this case is

most likely due to an underestimation of the sensitivities, which happens to cancel the

additional parameter error. The sensitivities to BLRM and BLWM were estimated only
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Figure 4.19. Measurements of PG VTLIN are extracted from a dense array using
SRAM voltage metrics. Low spatially-correlated variation is observed (a), and the
overall distribution is close, but slightly tighter, than expected (b).

from simulation, since they could not be measured on this implementation of padded out

cells.

There are several ways to reduce extraction error. Foremost among them is to increase

the number of SRAM metrics with linearly independent sensitivities. In this context,

linearly independent describes a set of sensitivities that cannot be reproduced as a linear

combination of other sensitivities. For example, the sensitivities of SNM at VDD = 0.6V and

VDD = 1.3V are linearly independent because the relative importance of threshold voltage

increases with low VDD; however, the sensitivities at a third voltage (VDD = 1.0V) can be

closely approximated with a combination of these two. There is little to be gained from

measuring at a third voltage, since it is not linearly independent from the other two. This

is illustrated in Fig. 4.20a. The extraction error is calculated as the length of the vector

sum of the error, averaged among all cells, and normalized by the square root of the number

of device parameters. In other words, for a cell with N device parameters ~x and extracted

parameters ~xe, the extraction error ε is

ε =
||~x− ~xe||√

N
(4.4)
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Figure 4.20. Extraction error can be reduced by using more linearly independent
SRAM metrics or at least two different VDD (a). It can also be improved by
measuring with different well and substrate biasing; however, both n-well forward
biasing and p-well forward biasing must be used to improve the fit.

With two VDD, the extraction error is 0.1σ less than when only one VDD is used. Adding

a third VDD results in only a marginal improvement. Extraction error is also reduced with

every additional type of SRAM metric, such as SNM, IW , or Ir. It is important to have both

read and write metrics to improve the fits to both PD and PU devices. Each additional

metric reduces the extraction error by approximately 0.13σ, and the effects are cumulative

with multiple VDD. Forward body biasing can also be used to increase the number of linearly

independent metrics (Fig. 4.20b). Forward body bias (FBB) in the n-well strengthens the

PMOS devices, increasing the sensitivities to PU parameters. FBB in the p-well strengthens

the NMOS devices. Since the sensitivities are normalized, this has the effect of relatively

lowering the sensitivities to the PU parameters. Individually, these effects make a small

difference in the sensitivities, which is practically too small to distinguish from the variations

caused by unextracted parameters. However, if both the metric with n-well FBB and the

metric with p-well FBB are used, the extraction error can be lowered by approximately

0.08σ. Further reduction may be possible by varying temperature or frequency.

Extraction error can also be reduced with a couple of simple heuristics. Instead of

extracting parameters from the least-squares fit, which minimizes ||A~x − b||, the device
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parameters can be found by minimizing ||A~x− b||+ exp(||~x||2). The additional exponential

term favors solutions with low amounts of variability, which are more likely to occur in

practice, over solutions with unrealistically high standard deviations in a couple parameters

that provide a better fit to the metrics. This heuristic is more useful for extracting device

parameters to which the SRAM metrics have lower sensitivities. A second heuristic can

be applied by scaling the SRAM metrics by a confidence factor. Some metrics like Ir are

known to be well represented by the chosen device parameters, while others like SNM are

better represented by other parameters. Multiplying the SRAM metric by a scaling factor

(e.g. the inverse of the standard deviation in the error of Fig. 4.12) favors fits with high-

confidence metrics. These heuristics can provide small improvements for extractions using a

low number of SRAM metrics. In general, though, good accuracy can be obtained without

these techniques by careful selection of the SRAM metrics.

This work demonstrates that process characterization is possible using only SRAM

measurements. High data counts can be obtained quickly with a minimum of measurement

sweeps. The extraction has good accuracy when both voltage and current metrics are used,

and it is still reasonable if only voltage measurements are used. The accuracy can be further

improved by increasing the number of independent metrics used in the extraction. It may

be possible to modify BIST circuits to automate the measurements of these metrics. The

statistical device data provided by such a circuit would be useful for process development

and diagnosing failures without the costs of separate test runs or nanoprobing. It could

also inform adaptive techniques in a manner akin to the variation sensor of Section 4.2, as

a way of using feedback to improve SRAM robustness.

4.4 Independently gated FinFET SRAM designs

Besides adjusting the read / write tradeoff to correct for device variations, feedback can

be used dynamically to improve the read and write margins based on the state of the cell.

Implementation at the cell level requires new bitcell designs with different connectivities
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Figure 4.21. Using independently-gated FinFETs, a 6-T SRAM cell can be designed
with the back gates of the PG transistors connected to the storage node, for enhanced
read margin (a). The design can be implemented without area penalty, by simply
extending the gates of the inverters to the appropriate PG (b). [6]

than a regular 6-T SRAM. For single gate devices or (devices with multiple but electrically-

connected gates), extra transistors can be used but incur an area penalty. With thin-

body SOI transistors, the device strength can be modulated capacitively, for example to

dynamically enhance SNM by strengthening the PD device [14]. In this implementation,

the area penalty is limited only to well contacts.

In Chapter 3, an argument was made for new device architectures to improve SRAM

robustness. In devices with undoped channels, VT0 variations due to dopants are greatly

reduced, all but eliminating one of the leading causes of SRAM variability. One of the

unique features of the FinFET device structure is the capability for independent gating.

Independently gated FinFETs have been demonstrated by several different researchers.

With two gate connections available on each transistor, new bitcell designs can be

implemented that enhance read stability and write-ability simultaneously.

4.4.1 Pass-gate feedback

Fig. 4.21 illustrates the operation of a 6-T SRAM cell with pass-gate feedback (PGFB)

using independently-gated FinFETs [6]. The storage nodes are connected to the back gates

of the PG device, allowing the strength of the PG transistor to be selectively decreased.

When the storage node is at a logical zero, the back gate of its PG is biased at 0V, decreasing
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its strength. This effectively increases the beta ratio during a read operation, allowing the

PD device to keep the storage node at a lower voltage, and thus improving the read margin.

During a write operation, with the stored bit a logical one, the back-gate connection initially

helps the PG device discharge the storage node but turns off as the cell state flips. By

extending the gates of the inverters to the PG devices, the back-gate connection can be

made with no area penalty over the conventional DG 6-T SRAM cell design.

In conventional double-gate SRAM designs, the gate work function determines threshold

voltages and thereby tradeoff the read and write margins. Because of the processing

challenges associated with work function tuning, it is expected that a single gate material

with a single work function will be used for both NMOS and PMOS. The work function will

be near the midgap of silicon, with higher work functions strengthening the PMOS devices

and weakening the NMOS devices. This change improves read stability by increasing the

trip point of the inverter, but it doubly decreases write-ability by weakening the PG and

strengthening the PU device.

It can be shown that the PGFB SRAM design offers a more favorable read/write tradeoff

than work function tuning [15, 16]. PGFB enables a higher SNM for read at high VDD than

is achievable with work function tuning alone. Furthermore, write-ability is enhanced for a

matched SNM. In addition to enhancing the nominal margins, the PGFB design exhibits

reduced sensitivities to process variations, which results in higher-yielding cells. Fig. 4.22

illustrates nominal SNM over a range of VDD for a conventional double-gate 6-T SRAM cell

and a cell with PGFB. The data in Fig. 4.22 is generated by simulation using the SRAM

model of Chapter 2 and the Taurus device simulator to generate the FinFET I-V targets

[17]. Device parameters are provided in Table 4.2. Mixed-mode Taurus simulations are also

performed for validation and show good agreement with those of the SRAM model.

Gate work function tuning is used to make the conventional design as stable as the

PGFB design at VDD = 0.7V. To match the large SNM enhancement of PGFB, a higher

work function (Φm = 4.82eV) is required for the conventional design. Although the two

designs have comparable SNMs up to 0.7V, at higher VDD work function tuning is less
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Figure 4.22. Even though gate work function tuning is used to match Read SNM
at VDD = 0.7V, the PGFB design has much higher read stability at high VDD.

Table 4.2. FinFET Device Parameters

Parameters FinFET Bulk

LG (nm) 22 22

Spacer length (nm) 24 24

Tox (Å) 11 11

TSi (nm) 15 N/A

Channel Doping (cm−3) 1016 4× 1018

HFIN (nm) 30 N/A

S/D doping gradient (nm/dec) 4 4

135



Figure 4.23. Nominal IW for a conventional double gate FinFET SRAM cell and
a PGFB cell with Φm values as in Fig. 4.22. The improvement in PGFB IW at
low VDD is largely attributable to the lower gate work function; however, at higher
VDD, the feedback limits the PG current and prevents further IW increase.

effective than PGFB. This is because the increasing effects of DIBL at higher VDD values

lower the gain of the inverter and reduce the benefit to SNM. For VDD > 1V, the PGFB

design achieves very high SNM, approaching 300mV, whereas the conventional design is

limited to 230mV.

Though the effect of increasing the gate work function is limited for high supply voltages

and introduces process complexity, its largest drawback is in the tradeoff with write-ability.

Fig. 4.23 illustrates the write-abilities of the conventional double-gate and PGFB SRAM

designs with matched SNM at 0.7V. At low VDD, the conventional design exhibits reduced

write-ability because its higher work function raises the NMOS VT0 and keeps the PG device

in subthreshold operation. The PGFB design, with its inherently improved read stability,

enables a better read/write tradeoff by allowing for a lower gate work function and therefore

higher IW . At high VDD, the write-ability comparison is more complex. Nominal write-

ability for the PGFB design saturates as the effect of the lower gate work function becomes

less significant than the reduced drive on the back-gate. The bias on the back-gate, indicated

by VCH at the IW point in the inset of Fig. 4.23, is lowered in the PGFB design and can be

approximated as VDD/2. This is an indirect effect of the lower gate work function, which

reduces the trip point of the inverter, but it has an interesting benefit to the cell yield.
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Figure 4.24. Projected yield considering read SNM and IW independently. The
large enhancement of PGFB IW at low VDD enables six sigma yield at 0.5V.

The projected cell yield in the presence of statistical variations for all six devices is

illustrated in Fig. 4.24. LG and TSi, the thickness of the fin, are considered with σL =

σT = 1.54nm. Because an undoped channel is used, dopant-induced variations to VT0

are neglected. With matched SNM at 0.7V, the conventional double-gate and the PGFB

designs show comparable read cell sigmas across all values of VDD. The yield saturates at

ten standard deviations, which corresponds to the fin thickness. The PGFB design shows a

significantly better write cell sigma at low VDD. Much of this benefit is due to the improved

nominal write-ability current observed in Fig. 4.23; however, the write yield also exhibits

a low sensitivity to VDD. This enables a wider range of operating voltages for the cell in

an array and is in contrast to double-gate FinFET and bulk-Si MOSFET SRAM designs,

which are often write-limited at low supply voltages. The reason for the low sensitivity is

the reduced bias on the back gate at the write-ability point. Whereas the PG device in the

conventional cell sees a variation in VDD on both its front and back gates, in the PGFB cell

it sees only half the variation on its back gate, which reduces the sensitivity to VDD. This

is an easily overlooked tradeoff of conventional gate work function tuning: increasing Φm

not only degrades write-ability, but it also degrades the yield faster at low VDD. Although
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Figure 4.25. Nominal read SNM with gate work function tuning to match IW at
each VDD. The PGFB design has approximately 20% greater read SNM for most
values of VDD.

PGFB enables a low gate work function, if a higher work function were used (perhaps for

further read enhancement) the same degradation would be seen at low VDD.

The read/write tradeoff of PGFB can be further explored by comparing SNM at matched

write-ability. In Figure 4.25, work function tuning was used on the conventional double-

gate design to match the PGFB write-ability at each point over a large VDD range. For

VDD > 0.4V, the PGFB SNM is consistently higher by approximately 20%.

The biggest drawback of PGFB is that the weakened PG can degrade read performance.

In this work, read performance is measured by the DC read current, that is, the current

flowing through the PG transistor on the logical zero side of the cell when the WL and

BL voltages are high. In some sense, this is a fundamental tradeoff; the reduced current

that degrades read performance also decreases the charge that helps destabilize the cell.

Fortunately, the degradation is not severe, especially when compared to a conventional

design with matched SNM up to VDD = 0.8V (Fig. 4.26). Although the PGFB design has

only a single gate inverting the channel, the lower work function reduces VT and increases

the drive current. Furthermore, the zero storage node in the PGFB design stays closer to

GND than in the conventional double gate design (Fig. 4.22), thus giving the back-gated PG
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Figure 4.26. DC read currents with Φm chosen such that RSNM is matched at each
VDD. The PGFB design has ≈ 15% less read current than the conventional design
at low VDD. Above 0.8V, the conventional design cannot match PGFB SNM with
any amount of gate work function tuning.

transistors more gate overdrive. The net result is only a 15% degradation in read current.

It should be noted that for VDD > 0.8V, the conventional design was unable to match the

PGFB SNM with any amount of work function tuning.

The PGFB design therefore offers an improved read / write tradeoff versus work function

tuning or threshold voltage adjustment. It provides higher SNM at equal write-ability or

vice-versa, and it is therefore expected to be more robust to variations. Furthermore, it can

be implemented without area penalty and a modest decrease in read access speed. With

PGFB, work function tuning can still be used to enhance write-ability and optimize the

read and write yields.

4.4.2 Pull-up write gating

A better approach to enhance write-ability is to selectively weaken the PU devices. Just

as feedback can be used to weaken the PG transistor during a read operation, it is possible

to increase write-ability by weakening the PU transistors during a write operation [15, 16].

This can be achieved using independently gated FinFETs for the PU devices and connecting

their back gates to a write word line (WWL) (Fig. 4.27). During a write operation, setting
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Figure 4.27. Schematic (a) and layout (b) for a 6-T FinFET SRAM with both
PGFB and PUWG. An additional WWL contact is added at the edge of the cell,
but does not consume any additional area.

VWWL = VDD reverse-biases the back-gate of the PU devices, weakening them and hence

increasing the write-ability current. At all other times, VWWL is set to an intermediate

value (0 < VWWL < VDD) to enable large SNM and hold margins. Both PUWG and PGFB

can be implemented simultaneously with no cell area penalty as illustrated in Figure 4.27b.

The WWL contacts are located next to the word line contacts and are shared between

adjacent cells. The WWL is routed horizontally, but must interleave with the WL to make

all the contacts. This requires an extra metal layer, but the cell area is not increased.

The PUWG design provides for enhanced write-ability, as shown in Fig. 4.28. The gate

work function is chosen to provide 180mV RSNM at VDD=0.7V. The PUWG design has a

greater write-ability than the conventional DG design at all supply voltages, by as much as

60% at VDD = 1.2V. With PGFB, a lower work function can be used to further improve

write-ability at low VDD. Whereas the PGFB design alone saturates in IW at high VDD,

together with PUWG it achieves higher write-abilities with increasing VDD.

During a read operation, the WWL voltage is lowered to an intermediate bias value.

The choice of this bias value affects the voltage transfer characteristics of the cell. Fig. 4.29

shows the impact of the WWL bias on the voltage transfer curves. Setting VWWL = VDD

weakens the PU device, thereby lowering the trip point of the inverter. On the other hand,
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Figure 4.28. The PUWG design enhances write-ability for all VDD (Φm = 4.87eV),
while the addition of PGFB enables a lower Φm = 4.67eV for further improvement
at very low VDD.

Figure 4.29. When WWL is low, the PU leaks current and the top shoulders of
the curves are pulled out. This effect can complement that of PGFB in keeping the
internal node voltage closer to ground.
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Figure 4.30. Peak and range (shaded) of gate work function Φm as a function of
VWWL such that RSNM > 180 mV at VDD = 0.7V. Above 85%VDD, the WWL gate
turns on the PU devices, sharply degrading the SNM. With PGFB, a much lower
Φm is needed for RSNM > 180mV, thereby improving cell write-ability.

setting VWWL = 0V fully turns on the back-gate of the PU device, thereby pushing out the

upper shoulder of the voltage transfer curve (increasing the maximum VCH for VCL ≈ VDD).

The effect complements that of PGFB in increasing the SNM of the cell: while PGFB boosts

SNM by lowering the node settling voltage during a read, WWL biasing can increase the

trip point of the inverter and achieve an increase in the SNM as well. The largest SNM is

obtained when the trip point of the inverter is close to VDD/2. There is an optimal WWL

bias that maximizes SNM near this point.

The bias value to which WWL steps down after a write operation determines the range

of work functions that meets the given SNM target (Fig. 4.30). A larger step ∆VWWL,

measured as a fraction from VDD, corresponds to a lower voltage on the PMOS back-gate

and an increased trip point of the inverter. A larger ∆VWWL enables a lower work function

to achieve the same SNM. At 0.7V, the range of values for SNM > 180mV is limited. With

PGFB, the range is much larger, enabling low work functions even at moderate biases.

Even with PGFB, though, a large enough ∆VWWL can cause the back-gate to dominate

the PMOS current and diminish SNM. Therefore in order to minimize the impact on SNM

and maintain high yield at low VDD, ∆VWWL should be kept to a moderate value.
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Figure 4.31. Nominal read stability with gate work functions chosen such that
RSNM = 180mV at VDD = 0.7V. At high VDD the effect of PGFB on the butterfly
curves complements that of PUWG (inset), resulting in greater RSNM.

Fig. 4.31 illustrates high nominal SNM for the combination of PGFB + PUWG with

VWWL = 0.4V during a read operation. At very low and high VDD, the SNM is highest for

the combination of PGFB + PUWG due to their complementary effects on the butterfly

curves. The inset of Fig. 4.31 compares butterfly curves at VDD = 0.7V for the combination

(bold curves) with the conventional design (thin curves). The inverter trip point for PGFB

+ PUWG is closer to VDD/2, due to a lower gate work function and the effects of PUWG.

The lower shoulders of the butterfly curves exhibit less linearization from the PG, due to

PGFB. The slope of the curves near the trip point is somewhat degraded due to the reduced

PMOS gain of PUWG; however, the effect on SNM is small.

A high nominal SNM increases the read yield for the PGFB+PUWG combination,

particularly at low VDD (Fig. 4.32a). The read yields for all designs are comparable, but is

slightly lower for the PUWG-only design at low VDD. The PMOS transistors are partially

on for this design during the read, so they are more sensitive to device parameter variations

than in other designs. The high nominal SNM achieved with the addition of PGFB offsets

this effect and enables yield of over six sigma at VDD = 0.4V. The IW yield is highest for the

PGFB + PUWG design as well, primarily due to the enhancement in nominal write-ability
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Figure 4.32. Projected yield for read stability (a) and write-ability (b). The designs
are comparable in SNM cell sigma at higher VDD, but the combination of PGFB
and PUWG provides for higher yield at lower VDD. The combination also achieves
greater than six sigma yield at very low voltages, due to a lower gate work function.

(Fig. 4.32b). In the PUWG design, since the PMOS transistors are weaker during the

write, they are less sensitive to process variations and yield is further enhanced. With the

low work function enabled by PGFB, yields greater than six sigma are achievable down to

0.4V.

Independently gated FinFETs are therefore attractive for SRAM not only for the

reduced VT0 variation of a multi-gate undoped device architecture, but also for the new

bitcell designs it enables. Designs such as PGFB and PUWG can be used to simultaneously

improve read and write yields by two sigma or more, without penalty to cell area. This

enhancement is cumulative with many other device and circuit designs in this work and

could be large enough to extend SRAM scaling for several technology generations.

4.5 Summary

This chapter presents three different closed-loop approaches to improving SRAM

robustness. Each approach operates on a different scale. Variation sensors, which measure

spatially correlated variations, can improve yield for blocks of cells up to a chip-wide level.

Device characterization techniques, which collect large amounts of statistical data on process
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variations, can be useful for debugging or developing a process on the large scale of a batch

of wafers. At the other extreme, independently-gated FinFETs tradeoff cell stability for

write-ability depending on the logical state, for each individual cell.

Each of these approaches is designed to minimize area overhead. The variation sensors

consist of resistive dividers which fit into bitcell layouts. The required number of cells is self-

limiting in the sense that variability which is too small to be measured with a few sensors

will be likewise too small to degrade yield. Additionally, the variation sensor requires an

amplifier to generate the optimal VWL∗; however, the amplifier size can be amortized over

multiple sensors on a chip or possibly reduced by using a discrete set of control voltages.

The overhead could possibly be as small as an extra row in an array plus the circuit needed

to generate the wordline signal.

By measuring the array bitcells themselves, the device characterization technique does

not require the overhead of large device arrays in order to get high counts for meaningful

statistics. Reasonable estimation of actual device I-V targets can be obtained from SRAM

voltage metrics alone, which further reduces the area required for on-chip testing.

The least area overhead of all is obtained with independently-gated FinFETs. PGFB

dynamically enhances read stability, with an improved read / write tradeoff. PUWG

dynamically enhances write-ability to further improve yield. Both designs have no cell area

penalty–instead relying on process innovation–but the PUWG design may require extra

peripheral circuitry to drive its write wordline. A significant advantage of the FinFET

SRAM designs is the expected yield improvement from using undoped channels, as discussed

in chapter 3.

These approaches are all complementary, with each other as well as with many other

techniques–circuit and device–for reducing SRAM variability. The independently-gated

FinFET designs exemplify the potential for yield enhancement when device and circuit

techniques are combined. Combining this approach with systematic variation sensors could

provide further enhancement, particularly since FinFETs are expected to be more sensitive

to lithography variations, a source of systematic variability. There are many promising
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combinations–for both the short term and the long term–and the optimal choice depends

on external factors, such as the product’s application and its market.

4.6 References

[1] D. Lammers and R. Wilson. Soft errors become hard truth for logic. EE Times, May 3, 2004.

[2] F. Hamzaoglu, K. Zhang, Y. Wang, H. J. Ahn, U. Bhattacharya, Z. Chen, Y.-G. Ng, A. Pavlov,
K. Smits, and M. Bohr. A 153MB-SRAM design with dynamic stability enhancement and leakage
reduction in 45nm high-κ metal-gate CMOS technology. International Solid-State Circuits Conference,
pages 376–377, 2008.

[3] H. Pilo, J. Barwin, G. Braceras, C. Browning, S. Burns, J. Gabric, S. Lamphier, M. Miller, A. Roberts,
and F. Towler. An SRAM design in 65nm and 45nm technology nodes featuring read and write-assist
circuits to expand operating voltage. IEEE Symposium on VLSI Circuits, pages 15–16, 2006.

[4] L. Chang, Y. Nakamura, R.K. Montoye, J. Sawada, A.K. Martin, K. Kinoshita, F.H. Gebara, K.B.
Agarwal, D.J. Acharyya, W. Haensch, K. Hosokawa, and D. Jamsek. A 5.3GHz 8T-SRAM with
operation down to 0.41V in 65nm CMOS. IEEE Symposium on VLSI Circuits, pages 252–253, 2007.

[5] A. Kawasumi, T. Yabe, Y. Takeyama, O. Hirabayashi, K. Kushida, A. Tohata, T. Sasaki, A. Katayama,
G. Fukano, Y. Fujimura, and N. Osuka. A single-power-supply 0.7V 1GHz 45nm SRAM with an
asymmetrical unit-β-ratio memory cell. International Solid State Circuits Conference, page 21.4, 2008.

[6] Z. Guo, S. Balasubramanian, R. Zlatanovici, T.-J. King, and B. Nikolic. FinFET-based SRAM design.
IEEE International Symposium on Low Power Electronics and Design, pages 2–7, 2005.

[7] S. Ohbayashi, M. Yabuuchi, K. Nii, Y. Tsukamoto, S. Imaoka, Y. Oda, M. Igarashi, M. Takeuchi,
H. Kawashima, H. Makino, Y. Yamaguchi, K. Tsukamoto, M. Inuishi, K. Ishibashi, and H. Shinohara.
A 65nm SoC embedded 6T-SRAM design for manufacturing with read and write cell stabilizing circuits.
Symposium on VLSI Circuits, pages 17–18, 2006.

[8] K. Agarwal, F. Liu, C. McDowell, S. Nassir, K. Nowka, M. Palmer, D. Acharyya, and J. Plusquellic.
A test structure for characterizing local device mismatches. IEEE Symposium on VLSI Circuits, pages
67–68, 2006.

[9] H. Yu, Y.-S. Kim, Y.-G. Kim, H.-C. Kim, U.-R. Cho, and H.-G. Byun. A SRAM core architecture with
adaptive cell bias scheme. IEEE Symposium on VLSI Circuits, pages 128–129, 2006.

[10] Z. Guo, A. Carlson, L.-T. Pang, T.-J. King-Liu, and B. Nikolic. Large scale read/write margin
measurement in 45nm CMOS SRAM arrays. IEEE Symposium on VLSI Circuits, 2008.

[11] X. Deng, W. K. Loh, B. Pious, T. W. Houston, L. Liu, B. Khan, D. Corum, J. Raval, J. Gertas,
F.-Y. Rousey, J. Steck, C. Suwannakinthorn, and R. McKee. Characterization of bit transistors in a
functional SRAM. IEEE Symposium on VLSI Circuits, 2008.

[12] K. Takeda, H. Ikeda, Y. Hagihara, M. Nomura, and H. Kobatake. Redefinition of write margin for next-
generation SRAM and write-margin monitoring circuit. International Solid State Circuits Conference,
page 34.5, 2006.

[13] D. Burnett. Statistical design issues of SRAM bitcells and sense amps. IEEE Silicon on Insulator
Conference, 2006. Short Course.

[14] M. Yamaoka, K. Osada, R. Tsuchiya, M. Horiuchi, S. Kimura, and T. Kawahara. Low power SRAM
menu for SOC application using yin-yang-feedback memory cell technology. Symp. VLSI Circuits, pages
288–289, 2004.

146



[15] A. Carlson, Z. Guo, S. Balasubramanian, L.-T. Pang, T.-J. King, and B. Nikolic. FinFET SRAM with
enhanced read / write margins. IEEE Silicon on Insulator Conference, pages 105–106, 2006.

[16] A. Carlson, Z. Guo, S. Balasubramanian, R. Zlatanovici, T.-J. King Liu, and B. Nikolic. SRAM read /
write margin enhancements using FinFETs. Trans. Very Large Scale Integration, page to be published,
2008.

[17] TAURUS is a trademark of Synopsys, Inc.

147



Chapter 5

Conclusion

Variations present a formidable challenge for SRAM scaling in future technology nodes

for two reasons. First, the magnitude of device variations is increasing. Random dopant

fluctuations, which are expected to remain the most significant component of threshold

voltage variation until gate lengths scale below 20nm [1], follow a 1/
√

WL dependence.

Line edge roughness and other lithography variations do not scale with line widths, but

become relatively more significant. They are expected to dominate variability for sub-

20nm gate lengths and multi-gate transistors. The second reason that makes variations

such a formidable challenge is the exponential increase in memory size with each product

generation. Microprocessor caches currently require more than 107 bitcells [2], a number

so great that even exceptionally rare events can have a noticeable impact on product

yield. Moreover, this number is increasing, as microprocessor designs switch to multi-core

architectures with higher demands for memory.

The problem of reducing variation to enable continued SRAM scaling is complex,

but solvable. First of all, a thorough understanding of the mechanisms by which device

variations cause SRAM failure is essential. Fast and accurate modeling reveals an intricate

web of tradeoffs: write-ability vs. read stability, stability vs. area, area vs. variability, and

so on (Fig. 5.1). New transistor structures can be designed to improve these tradeoffs by
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Figure 5.1. SRAM design is complicated by a web of tradeoffs, associated with
changing PD or PG width, supply voltage, or timing.

reducing the sources of variation, for example by using undoped channels. Feedback circuits

can be used to compensate for variability after fabrication with less cost and risk.

There are many possible solutions to enable continued SRAM scaling. This work

establishes a modeling framework for evaluating them and suggests several promising

alternatives. It is hoped that this work can inform future research and development of

SRAM.

5.1 Contributions of this work

This work contributes specifically to three aspects of reducing variability in SRAM:

an understanding of the link between process variations and SRAM failure, informed by

analysis of recent new effects; device and process technologies that address the causes of

transistor variation; and circuit designs employing feedback to enhance robustness.

SRAM variability can be traced to specific device parameters with sensitivity analyses.

Recently, write margins have fallen to comparable levels with read margins, requiring a

shift in focus from enhancing read stability to optimizing its tradeoff with write-ability. Of

paramount concern is the overall yield for large arrays, which requires accurate modeling

of extremely rare statistical events. Simple mean / sigma estimates rely too heavily on

assumptions of normality and have been shown to be metric-dependent. An iterative
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algortihm based on SRAM simulations near conditions of failure provides a fast and robust

estimate. Yield analyses with this algorithm can cover the major sources of process-induced

transistor variation, as well as time-dependent sources of variation, such as NBTI. Statistical

design methodologies should consider all of these sources.

DC yield simulations cannot replace transient analyses with characterized compact

models using many parameters, but they can provide ballpark estimates to evaluate

speculative device technologies. New device architectures and processes will probably be

necessary to reduce sources of variation such as random dopant fluctuation and line edge

roughness. Multi-gate devices, such as tri-gate bulk or FinFETs, can provide excellent short-

channel control with undoped or very lightly doped channels, drastically reducing threshold

voltage variation. Spacer-defined active and gate layers–or, indeed, entire SRAM arrays–

can provide smaller, more robust cells than can be achieved with current photolithography

technology.

Because the cost and risk of new device technology is significant, circuit-based solutions

are expected to meet at least the short-term need for robustness. BIST circuits that

automate the collection of large amounts of SRAM data can be expanded to collect voltage

and current metrics under different bias conditions for each cell. Individual transistors can

then be characterized from the cell measurements, providing high confidence distributions

in device parameters over a large range of variation. Feedback circuits can be used to

compensate for spatially correlated variations with optimal biasing. With independently

gated FinFET devices, new SRAM bitcells can be designed to simultaneously improve read

and write yields.

As exemplified by the FinFET SRAM, a combination of device and circuit techniques

can be used, with complementary enhancements. Many techniques proposed or analyzed in

this work have the potential to increase SRAM yield by a few sigma. With combinations,

it is expected that SRAM scaling can be extended far into the future, possibly to the end

of the roadmap.
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5.2 Future directions

Although this work informs of promising directions for SRAM scaling, there is much

work still to be done.

The DC SRAM model developed in this work improves accuracy because it does

not assume Gaussian cell metrics; however, it does assume normally distributed device

parameters. In fact, the tails of these distributions may not be Gaussian in all cases;

however, a methodology using the SRAM as a process characterization vehicle can provide

the true distributions. The mathematics of the model can possibly be extended to the

case where device parameter distributions are not Gaussian but known. Additionally,

the cell sigma metric is only a rough approximation of actual array yield. More rigorous

mathematics might be able to relate cell sigma to a confidence interval for the true yield.

The model can also be extended to handle both random and systematic variations easily if

the respective distributions are known. Other time-dependent sources of reliability failures,

such as time-dependent dielectric breakdown or positive bias temperature instability can

also be considered.

Device technologies like triple-gate bulk transistors, independently-gated FinFETs, and

spacer lithography are expected to reduce variation at its sources, but they have not yet

been shown experimentally to improve SRAM yield at large integration scales. There are

several process and design challenges associated with each technology that can introduce

significant additional variations before they are mastered. The additional variability can

mask the benefits of the new technology until the technology matures. Due to the need

for sub-50nm dimensions to observe reductions in random dopant fluctuation and line edge

roughness, such technologies are more efficiently developed in an industrial setting.

The variation sensor circuit in Section 4.2 can also be enhanced. Instead of controlling

for orientation-dependent variation, the sensor can be designed with sensitivity to these

effects. Compensation can be made for these effects using row- or data-dependent biasing.
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In addition to wordline biasing, several other biasing or timing approaches could be used

to compensate for variations.

5.3 Final Thoughts

SRAM scaling is the current focus of much research, and the above issues will

undoubtedly be addressed. This work presents several viable options to enable SRAM

scaling to continue, but some are more likely to be implemented than others. The candid

perspective offered below is informed by this work and current trends, but by no means are

the predictions guaranteed.

There is some question whether SRAM scaling will be pursued at all, or whether

alternative memories, such as floating body RAM or embedded DRAM will replace it.

Although these technologies may find a limited place among the levels of microprocessor

cache, they will find it difficult to equal the speed and relative stability of SRAM. Floating

body RAMs are currently notoriously slow; even if their speed can be increased, they are

feared to be even more vulnerable to process variations. Embedded DRAM is fast, but

difficult and expensive to manufacture. SRAMs are therefore likely to remain a critical

component of microprocessors.

In the short term, incremental solutions will probably be preferred to increase SRAM

robustness. SRAM designs will increasingly feature bias or timing circuits to improve the

read / write tradeoff. Dynamic noise margins, although more difficult to model, will be

preferred for their more realistic estimations of yield. SRAM layouts will likely become

more and more regular, as in the 45nm cell of [3]. Currently multiple photolithography

steps are used to define, then cut, gates to reduce rounding; in the future, this practice

could extend to the active layer as well. The optimization of high-κ dielectrics will provide

a short respite from increasing threshold voltage variation.

Ultimately, though, these techniques will not be able to compete with the 1/
√

WL

behavior of threshold voltage scaling. Multi-gate architectures will be introduced with very
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low channel doping. Threshold voltages will be set by gate work functions, leveraging the

research from high-κ gate stacks. Triple-gate bulk transistors are probably more likely

to be implemented first, due to their easier manufacturability compared to FinFETs. If

necessary, the triple-gate bulk design may evolve toward that of a FinFET. Independently-

gated FinFETs will probably be considered too difficult and risky to manufacture on a large

scale; however, they may possibly be implemented in lieu of gate length scaling if FinFET

processes are well-established.

The major caveat in these predictions is economics. The cost of technology scaling grows

with each generation, as more advanced tools are required. A transition to a multi-gate

device technology is expected to be particularly expensive, with disruptions to both process

development and design. In addition, recent developments in multi-core architectures could

outpace the ability of software to exploit their advantages. While increasing numbers of

logic cores may maintain demand in the profitable server market, the lack of benefits in the

personal computer and rapidly expanding ultra-portable markets may forestall continued

scaling. Although there is intriguing long-term potential for massively parallel computing

systems, it is likely very far off. Correspondingly, the technology scaling rate may slow

down to allow microprocessor development to focus on new architectures or systems.

The scaling rate notwithstanding, memory demand is likely to steadily increase for the

foreseeable future. Continued SRAM development will be important to ensure high yields

and good performance. The device and circuit techniques investigated here, individually or

in combination, can direct that development to enable SRAM scaling for the next several

product generations.

5.4 References

[1] A. Asenov. Simulation of statistical variability in nanoscale MOSFETs. VLSI Tech. Dig., pages 86–87,
2007.

[2] Specifications for the Core 2 Duo. Intel.

[3] F. Hamzaoglu, K. Zhang, Y. Wang, H. J. Ahn, U. Bhattacharya, Z. Chen, Y.-G. Ng, A. Pavlov, K. Smits,
and M. Bohr. A 153MB-SRAM design with dynamic stability enhancement and leakage reduction in

153



45nm high-κ metal-gate CMOS technology. International Solid-State Circuits Conference, pages 376–377,
2008.

154



Index

Access time, 5, 10, 76, 78, 79, 109, 113
Aspect ratio, 68, 71, 85, 86, 88

Beta ratio, 6, 74–76, 80, 81, 96, 134
Built-in self test (BIST), 122, 132, 150
Bulk charge effects, 24

Channel length modulation, 8, 24
Common mode variations, 35, 36, 111
Corner rounding, 63, 70

Dopant penetration, 14, 21
Drain-induced barrier lowering (DIBL), 8, 24, 34,

36, 37, 48, 52–54, 72, 79, 104, 122, 136
Dynamic random access memory (DRAM), 5, 152

Failure
Surface of, 41, 43–45

Feedback circuits, 109, 110, 115, 132, 133, 136,
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FinFETs, 12, 15, 25, 29, 68–70, 96, 97, 99, 102,
110, 133, 139, 144, 145, 150, 151, 153

Independently gated, 15, 133, 139, 144, 150

Gamma ratio, 6, 9
Gate induced drain leakage current, 65
Gate-all-around transistors, 66, 67, 70, 71

High-κ dielectrics, 39, 65, 66

Leakage current, 10, 27, 65, 70
Line edge roughness (LER), 11, 12, 14, 21, 80, 82,

104, 109, 148, 151

Mismatch variations, 21, 35, 36, 56, 92, 93, 96,
110, 111

Negative bias temperature instability (NBTI), 51–
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Optical proximity correction (OPC), 79

Pass-gate feedback, 134–145
Planarization, 68, 85, 86, 89, 104
Pull-up write gating, 140, 143–145

Random dopant fluctuation (RDF), 11, 13, 14, 39,
51, 56, 64–66, 70, 71, 95, 109, 148, 150,
151

Shallow trench isolation, 70
Short channel effects, 7, 8, 13, 31, 62, 65
Silicon on insulator, 7, 28, 33, 39, 66, 97–99, 133
Soft error rates (SER), 10
SRAM

Alternative cell designs
8-T, 3, 4, 109
Others, 4, 27

Principles of Operation, 2
Read stability, see Static Noise Margin

(SNM)
Write-ability, see Write-ability Current (IW )

Static Noise Margin (SNM)
Definition, 6

Straight active layouts, 15, 81
Strain, effects of, 6–8, 12, 30, 31, 39, 66
Subthreshold transistor operation, 8, 10, 22–24,

31, 37, 38, 66, 68, 69, 72, 136

Tradeoffs, 1, 3, 4, 48, 59, 62, 71, 148
Read/write, 15, 110, 111, 113–116, 118, 119,

132, 134, 136, 138, 139, 145, 152
Triple-gate transistors, 66, 71–76, 78, 79, 96, 104,

151, 153

Undoped channels, 12, 13, 15, 39, 66–68, 81, 85,
96, 97, 102, 104, 133, 137, 144, 145, 149,
150

Velocity saturation, 8, 24

Write-ability Current (IW )
Definition, 28

Yield, 4, 9, 10, 12–15, 21, 39–41, 43, 46–50, 56, 58,
59, 63, 64, 66, 69, 73–77, 79, 81, 96, 97,
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56, 58, 75, 76, 81, 137, 144, 151

Importance sampling, 45
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