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& w_{t}=x_{i_{1}}+x_{i_{2}}+x_{i_{3}} \ldots
\end{aligned}
$$

Support Vectors: $x_{i_{1}}, x_{i_{2}}, \ldots$
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Support Vectors: $x_{i_{1}}, x_{i_{2}}, \ldots$
$\rightarrow$ Support Vector Machine.
Kernel trick: compute dot products in original space.
Kernel function for mapping $\phi(\cdot): K(x, y)=\phi(x) \cdot \phi(y)$

$$
\begin{aligned}
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\begin{aligned}
& K(x, y)=(1+x \cdot y)^{d} \phi(x)=\left[1, \ldots, x_{i}, \ldots, x_{i} x_{j} \ldots\right] . \text { Polynomial. } \\
& K(x, y)=\left(1+x_{1} y_{1}\right)\left(1+x_{2} y_{2}\right) \cdots\left(1+x_{n} y_{n}\right) \\
& \quad \phi(x)-\text { product of all subsets. } \\
& K(x, y)=\exp \left(C|x-y|^{2}\right) \text { Infinite dimensional space. }
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## Kernel Functions.

Map $x$ to $\phi(x)$.
Good separator for points under $\phi(\cdot)$.
Problem: complexity of computing in higher dimension.
Recall perceptron. Only compute dot products!

$$
\begin{aligned}
& \text { Test: } w_{t} \cdot x_{i}>\gamma \\
& w_{t}=x_{i_{1}}+x_{i_{2}}+x_{i_{3}} \ldots
\end{aligned}
$$

Support Vectors: $x_{i_{1}}, x_{i_{2}}, \ldots$
$\rightarrow$ Support Vector Machine.
Kernel trick: compute dot products in original space.
Kernel function for mapping $\phi(\cdot): K(x, y)=\phi(x) \cdot \phi(y)$

$$
\begin{aligned}
& K(x, y)=(1+x \cdot y)^{d} \phi(x)=\left[1, \ldots, x_{i}, \ldots, x_{i} x_{j} \ldots\right] \text {. Polynomial. } \\
& K(x, y)=\left(1+x_{1} y_{1}\right)\left(1+x_{2} y_{2}\right) \cdots\left(1+x_{n} y_{n}\right) \\
& \phi(x)-\text { product of all subsets. }
\end{aligned}
$$

$K(x, y)=\exp \left(C|x-y|^{2}\right)$ Infinite dimensional space.
Gaussian Kernel.

## Video

"http://www.youtube.com/watch?v=3liCbRZPrZA"
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## Support Vector Machine

Pick Kernel.
Run algorithm that:
(1) Uses dot products.
(2) Outputs hyperplane that is linear combination of points.

Perceptron.
Max Margin Problem as Convex optimization:
$\min |w|^{2}$ where $\forall i w \cdot x_{i} \geq 1$.


Algorithms output: tight hyperplanes!

See you on Tuesday.

