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Simplify:

$$
|p-b|^{2}-2 \mu|p-b||x-p| \cos \theta+(\mu|x-p|)^{2}
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Derivative with respect to $\mu$...

$$
-2|p-b||x-p| \cos \theta+2(\mu|x-p|) .
$$

which is negative for a small enough value of $\mu$ (for positive $\cos \theta$.)
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There is a separating hyperplane between any two convex bodies.

## Generalization: exercise.

There is a separating hyperplane between any two convex bodies.

Let closest pair of points in two bodies define direction.
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Farkas A: Solution for exactly one of:
(1) $A x=b, x \geq 0$
(2) $y^{\top} A \geq 0, y^{\top} b<0$.
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## Farkas 2

Farkas A: Solution for exactly one of:
(1) $A x=b, x \geq 0$
(2) $y^{\top} A \geq 0, y^{\top} b<0$.

Farkas B: Solution for exactly one of:
(1) $A x \leq b$
(2) $y^{\top} A=0, y^{\top} b<0, y \geq 0$.

## Strong Duality

(From Goemans notes.)

Primal P $\quad z^{*}=\min c^{\top} x$
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A x=b \\
x \geq 0
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Dual D: $w^{*}=\max b^{\top} y$
$A^{T} y \leq c$
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Weak Duality: $x, y$-feasible P, D: $x^{\top} c \geq b^{\top} y$.

## Strong Duality

(From Goemans notes.)
Primal P $\quad z^{*}=\min c^{\top} x$
Dual D: $w^{*}=\max b^{T} y$

$$
\begin{gathered}
A x=b \\
x \geq 0
\end{gathered}
$$

$$
A^{T} y \leq c
$$

Weak Duality: $x, y$-feasible P, D: $x^{\top} c \geq b^{\top} y$.

$$
\begin{aligned}
x^{T} c-b^{T} y & =x^{T} c-x^{T} A^{T} y \\
& =x^{T}\left(c-A^{T} y\right) \\
& \geq 0
\end{aligned}
$$

Strong duality If P or D is feasible and bounded then $z^{*}=w^{*}$.
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Want $y$.

$$
\binom{A^{T}}{-b^{T}} y \leq\binom{ c}{-z^{*}} .
$$

If none, then Farkas $B$ says $\exists x, \lambda \geq 0$.
$\left(\begin{array}{ll}A & -b\end{array}\right)\binom{x}{\lambda}=0$

$$
\left(\begin{array}{ll}
c^{T} & -z^{*}
\end{array}\right)\binom{x}{\lambda}<0
$$

$\exists x, \lambda$ with $A x-b \lambda=0$ and $c^{t} x-z^{*} \lambda<0$
Case 1: $\lambda>0$.

Strong duality If P or D is feasible and bounded then $z^{*}=w^{*}$.
Primal feasible, bounded, value $z^{*}$.
Claim: Exists a solution to dual of value at least $z^{*}$.
$\exists y, y^{T} A \leq c, b^{T} y \geq z^{*}$.
Want $y$.

$$
\binom{A^{T}}{-b^{T}} y \leq\binom{ c}{-z^{*}} .
$$

If none, then Farkas $B$ says $\exists x, \lambda \geq 0$.
$\left(\begin{array}{ll}A & -b\end{array}\right)\binom{x}{\lambda}=0$

$$
\left(\begin{array}{ll}
c^{T} & -z^{*}
\end{array}\right)\binom{x}{\lambda}<0
$$

$\exists x, \lambda$ with $A x-b \lambda=0$ and $c^{t} x-z^{*} \lambda<0$
Case 1: $\lambda>0$. $A\left(\frac{x}{\lambda}\right)=b, c^{\top}\left(\frac{x}{\lambda}\right)<z^{*}$.

Strong duality If P or D is feasible and bounded then $z^{*}=w^{*}$.
Primal feasible, bounded, value $z^{*}$.
Claim: Exists a solution to dual of value at least $z^{*}$.
$\exists y, y^{T} A \leq c, b^{T} y \geq z^{*}$.
Want $y$.

$$
\binom{A^{T}}{-b^{T}} y \leq\binom{ c}{-z^{*}} .
$$

If none, then Farkas $B$ says $\exists x, \lambda \geq 0$.
$\left(\begin{array}{ll}A & -b\end{array}\right)\binom{x}{\lambda}=0$

$$
\left(\begin{array}{ll}
c^{T} & -z^{*}
\end{array}\right)\binom{x}{\lambda}<0
$$

$\exists x, \lambda$ with $A x-b \lambda=0$ and $c^{t} x-z^{*} \lambda<0$
Case 1: $\lambda>0$. $A\left(\frac{x}{\lambda}\right)=b, c^{T}\left(\frac{x}{\lambda}\right)<z^{*}$. Better Primal!!

Strong duality If P or D is feasible and bounded then $z^{*}=w^{*}$.
Primal feasible, bounded, value $z^{*}$.
Claim: Exists a solution to dual of value at least $z^{*}$.
$\exists y, y^{T} A \leq c, b^{T} y \geq z^{*}$.
Want $y$.

$$
\binom{A^{T}}{-b^{T}} y \leq\binom{ c}{-z^{*}} .
$$

If none, then Farkas $B$ says $\exists x, \lambda \geq 0$.
$\left(\begin{array}{ll}A & -b\end{array}\right)\binom{x}{\lambda}=0$

$$
\left(\begin{array}{ll}
c^{T} & -z^{*}
\end{array}\right)\binom{x}{\lambda}<0
$$

$\exists x, \lambda$ with $A x-b \lambda=0$ and $c^{t} x-z^{*} \lambda<0$
Case 1: $\lambda>0$. $A\left(\frac{x}{\lambda}\right)=b, c^{T}\left(\frac{x}{\lambda}\right)<z^{*}$. Better Primal!!
Case 2: $\lambda=0 . A x=0, c^{\top} x<0$.

Strong duality If P or D is feasible and bounded then $z^{*}=w^{*}$.
Primal feasible, bounded, value $z^{*}$.
Claim: Exists a solution to dual of value at least $z^{*}$.
$\exists y, y^{T} A \leq c, b^{T} y \geq z^{*}$.
Want $y$.

$$
\binom{A^{T}}{-b^{T}} y \leq\binom{ c}{-z^{*}} .
$$

If none, then Farkas $B$ says $\exists x, \lambda \geq 0$.
$\left(\begin{array}{ll}A & -b\end{array}\right)\binom{x}{\lambda}=0$

$$
\left(\begin{array}{ll}
c^{T} & -z^{*}
\end{array}\right)\binom{x}{\lambda}<0
$$

$\exists x, \lambda$ with $A x-b \lambda=0$ and $c^{t} x-z^{*} \lambda<0$
Case 1: $\lambda>0$. $A\left(\frac{x}{\lambda}\right)=b, c^{T}\left(\frac{x}{\lambda}\right)<z^{*}$. Better Primal!!
Case 2: $\lambda=0 . A x=0, c^{T} x<0$.
Feasible $\tilde{x}$ for Primal.

Strong duality If P or D is feasible and bounded then $z^{*}=w^{*}$.
Primal feasible, bounded, value $z^{*}$.
Claim: Exists a solution to dual of value at least $z^{*}$.
$\exists y, y^{T} A \leq c, b^{T} y \geq z^{*}$.
Want $y$.

$$
\binom{A^{T}}{-b^{T}} y \leq\binom{ c}{-z^{*}} .
$$

If none, then Farkas $B$ says $\exists x, \lambda \geq 0$.
$\left(\begin{array}{ll}A & -b\end{array}\right)\binom{x}{\lambda}=0$

$$
\left(\begin{array}{ll}
c^{T} & -z^{*}
\end{array}\right)\binom{x}{\lambda}<0
$$

$\exists x, \lambda$ with $A x-b \lambda=0$ and $c^{t} x-z^{*} \lambda<0$
Case 1: $\lambda>0$. $A\left(\frac{x}{\lambda}\right)=b, c^{T}\left(\frac{x}{\lambda}\right)<z^{*}$. Better Primal!!
Case 2: $\lambda=0 . A x=0, c^{T} x<0$.
Feasible $\tilde{x}$ for Primal.
(a) $\tilde{x}+\mu x \geq 0$ since $\tilde{x}, x, \mu \geq 0$.

Strong duality If P or D is feasible and bounded then $z^{*}=w^{*}$.
Primal feasible, bounded, value $z^{*}$.
Claim: Exists a solution to dual of value at least $z^{*}$.
$\exists y, y^{T} A \leq c, b^{T} y \geq z^{*}$.
Want $y$.

$$
\binom{A^{T}}{-b^{T}} y \leq\binom{ c}{-z^{*}} .
$$

If none, then Farkas $B$ says $\exists x, \lambda \geq 0$.
$\left(\begin{array}{ll}A & -b\end{array}\right)\binom{x}{\lambda}=0$

$$
\left(\begin{array}{ll}
c^{T} & -z^{*}
\end{array}\right)\binom{x}{\lambda}<0
$$

$\exists x, \lambda$ with $A x-b \lambda=0$ and $c^{t} x-z^{*} \lambda<0$
Case 1: $\lambda>0$. $A\left(\frac{x}{\lambda}\right)=b, c^{T}\left(\frac{x}{\lambda}\right)<z^{*}$. Better Primal!!
Case 2: $\lambda=0 . A x=0, c^{T} x<0$.
Feasible $\tilde{x}$ for Primal.
(a) $\tilde{x}+\mu x \geq 0$ since $\tilde{x}, x, \mu \geq 0$.
(b) $A(\tilde{x}+\mu x)=A \tilde{x}+\mu A x=b+\mu \cdot 0=b$.

Strong duality If P or D is feasible and bounded then $z^{*}=w^{*}$.
Primal feasible, bounded, value $z^{*}$.
Claim: Exists a solution to dual of value at least $z^{*}$.
$\exists y, y^{T} A \leq c, b^{T} y \geq z^{*}$.
Want $y$.

$$
\binom{A^{T}}{-b^{T}} y \leq\binom{ c}{-z^{*}} .
$$

If none, then Farkas $B$ says
$\exists x, \lambda \geq 0$.
$\left(\begin{array}{ll}A & -b\end{array}\right)\binom{x}{\lambda}=0$

$$
\left(\begin{array}{ll}
c^{T} & -z^{*}
\end{array}\right)\binom{x}{\lambda}<0
$$

$\exists x, \lambda$ with $A x-b \lambda=0$ and $c^{t} x-z^{*} \lambda<0$
Case 1: $\lambda>0$. $A\left(\frac{x}{\lambda}\right)=b, c^{T}\left(\frac{x}{\lambda}\right)<z^{*}$. Better Primal!!
Case 2: $\lambda=0 . A x=0, c^{T} x<0$.
Feasible $\tilde{x}$ for Primal.
(a) $\tilde{x}+\mu x \geq 0$ since $\tilde{x}, x, \mu \geq 0$.
(b) $A(\tilde{x}+\mu x)=A \tilde{x}+\mu A x=b+\mu \cdot 0=b$. Feasible

Strong duality If P or D is feasible and bounded then $z^{*}=w^{*}$.
Primal feasible, bounded, value $z^{*}$.
Claim: Exists a solution to dual of value at least $z^{*}$.
$\exists y, y^{T} A \leq c, b^{T} y \geq z^{*}$.
Want $y$.

$$
\binom{A^{T}}{-b^{T}} y \leq\binom{ c}{-z^{*}} .
$$

If none, then Farkas $B$ says
$\exists x, \lambda \geq 0$.
$\left(\begin{array}{ll}A & -b\end{array}\right)\binom{x}{\lambda}=0$

$$
\left(\begin{array}{ll}
c^{T} & -z^{*}
\end{array}\right)\binom{x}{\lambda}<0
$$

$\exists x, \lambda$ with $A x-b \lambda=0$ and $c^{t} x-z^{*} \lambda<0$
Case 1: $\lambda>0$. $A\left(\frac{x}{\lambda}\right)=b, c^{T}\left(\frac{x}{\lambda}\right)<z^{*}$. Better Primal!!
Case 2: $\lambda=0 . A x=0, c^{T} x<0$.
Feasible $\tilde{x}$ for Primal.
(a) $\tilde{x}+\mu x \geq 0$ since $\tilde{x}, x, \mu \geq 0$.
(b) $A(\tilde{x}+\mu x)=A \tilde{x}+\mu A x=b+\mu \cdot 0=b$. Feasible
$c^{\top}(\tilde{x}+\mu x)=x^{\top} \tilde{x}+\mu c^{\top} x \rightarrow-\infty$ as $\mu \rightarrow \infty$
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See you on Thursday.

