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Abstract

On the feasibility of cognitive radio

by

Niels Kang Hoven

Master of Science in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Anant Sahai, Chair

In this thesis we explore the idea of using cognitive radios to reuse locally unused spectrum
for their own transmissions. Cognitive radio refers to wireless architectures in which a
communication system does not operate in a fixed band, but rather searches and finds an
appropriate band in which to operate. We impose the constraint that they cannot generate
unacceptable levels of interference to licensed systems on the same frequency and explore

the fundamental requirements for such a system.

We first show that in order to deliver real gains, cognitive radios must be able to
detect undecodable signals. This is done by showing how to evaluate the tradeoff between
secondary user power, available space for secondary operation, and interference protection
for the primary receivers. We prove that in general, the performance of the optimal detector
for detecting a weak unknown signal from a known zero-mean constellation is like that of
the energy detector (radiometer). However, we show that the presence of a known pilot

signal can help greatly.

Using received SNR as a proxy for distance, we prove that a cognitive radio can vary
its transmit power while maintaining a guarantee of non-interference to primary users.
We consider the aggregate interference caused by multiple cognitive radios and show that

aggregation causes a change in the effective decay rate of the interference. We examine



the effects of heterogeneous propagation path loss functions and justify the feasibility of
multiple secondary users with dynamic transmit powers. Finally, we prove the fundamental
constraint on a cognitive radio’s transmit power is the minimum SNR it can detect and

explore the effect of this power cap.

Professor Anant Sahai
Thesis Committee Chair
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Chapter 1

Introduction

1.1 Spectrum allocation vs. usage

Traditionally, the FCC has allocated spectrum bands to a single use, issued exclusive
licenses to a single entity within a geographical area, and prohibited other devices from
transmitting significant power within these bands. Looking at the NTIA’s chart of these
frequency allocations (Figure 1.1a), it appears that we are in danger of running out of
spectrum [1]. However, allocation is only half the story. Contrary to popular belief, actual
measurements (taken in downtown Berkeley, CA) show that most of the allocated spectrum

is vastly underutilized (Figure 1.1b) [2].

The Berkeley Wireless Research Center reports that 70% of the spectrum under 3 GHz
is available at any specific location and time. Under the FCC’s “exclusive rights” model of
frequency band ownership, if a licensed system is not transmitting, its spectrum remains

off-limits to other users.

To put this available spectrum in perspective, imagine that you wanted to build a
network of transmitters that would blanket an area with streaming DVD-quality video.
The maximum combined bit rate for the video and audio streams on a DVD is 9.8 Mbps.

Commercial DVDs generally encode their video streams around 5 Mbps. With 100 mW



(a) The NTIA’s spectrum allocation chart makes avail- (b) Measurements from the Berkeley Wireless Re-
able spectrum look scarce. search Center show the allocated spectrum is vastly

underutilized.

Figure 1.1. There is a great discrepancy between spectrum allocation and spectrum usage.

transmitters (the same as a typical wireless access point) placed 1 km apart, a data rate of

20 Mbps can be achieved through 85 MHz of free spectrum (Appendix A).

Examining solely the 402 MHz allocated to broadcast TV (Appendix B), if we assume
70% of the spectrum is available, we can fit two of these systems operating simultaneously
inside the broadcast TV spectrum. The available spectrum up to 3 GHz would fit 20
systems, blanketing an area with 160 DVD-quality video streams from low-powered wireless

transmitters.

1.2 The policy debate

Clearly, the spectrum is far from fully utilized. As a result, the FCC’s exclusive-use
allocation policy is being increasingly viewed as outdated. Opinions on the appropriate

solution, however, vary.

Some economists argue that the development of a secondary market in spectrum would
eliminate or greatly reduce the inefficiencies in spectrum usage [3], [4]. The FCC initiated

their current system of auctioning spectrum to the highest bidder under the assumption



that an efficient market would result in the spectrum being allocated to its most valuable
use. However, the exclusive-use policy rules out the shared spectrum bands that have led
to the recent explosion of unlicensed devices such as 802.11 wireless access points. Many
economists believe that allowing spectrum owners to resell their bands to secondary users
would solve this problem. An FCC policy statement reads, “An effectively functioning
system of secondary markets would encourage licensees to be more spectrum efficient by
freely trading their rights to unused spectrum capacity, either leasing it temporarily, or on

a longer-term basis, or selling their rights to unused frequencies” [5].

Opponents of secondary markets tend to favor a digital commons solution [6]. By
removing licensing barriers to spectrum use, a commons environment would encourage
innovation and maximize spectrum utility. Commons proponents argue that the astonishing
success of wireless networking devices is proof that unlicensed (or flexibly-licensed) devices
can coexist in a largely unregulated band. They assert that “wireless transmissions can be
regulated by a combination of (a) baseline rules that allow users to coordinate their use,
to avoid interference-producing collisions, and to prevent, for the most part, congestion, by
conforming to equipment manufacturer’s specifications, and (b) industry and government-
sponsored standards” [6]. Recognizing the need for increased spectrum efficiency, a number
of organizations such as New America, the Center for Digital Democracy, and Free Press,
have thrown their support behind spectrum deregulation [7]. However, further research is
required to lay the groundwork for the technology that policy makers on both sides assume

already exists.

1.3 Increasing spectrum efficiency

Presumably, whether a secondary markets policy, a commons policy, or some combina-
tion thereof is adopted, devices accessing this released spectrum will be required to do so
subject to some requirement of non-interference to incumbents. Signal detection is therefore
fundamental to both courses of action. This could refer to an unlicensed device deciding if a

particular frequency band is unused, or a spectrum owner deciding whether the extra inter-



ference he’s noticing is a misbehaving secondary licensee or just random noise fluctuations.
Arguments from both sides tend to address this as a solved problem, but that is not entirely

justified. In chapters 3 and 4 we address this detection problem and its ramifications.

Another common assumption is that technological advances will allow devices to coexist
without serious penalty. The idea is, “Is it really interference if nobody notices?” Like
children taking a shortcut across a neighbor’s yard, it seems reasonable to allow devices
to use a spectrum band if they can do so without interfering with the spectrum owner’s
devices. Designing wireless devices that can accomplish this remains a topic of current

research.

One strategy would permit devices to transmit on frequencies that are actively being
used by legacy /priority systems. However, the unlicensed devices would “whisper” at very
low power so as not to interfere with the spectrum owner (Figure 1.2). This is the approach
taken by ultra-wideband systems, which spread their power over a huge bandwidth to
minimize the interference they cause other systems [8].

What if the only allowed speaker was a loud speaker?

How the
government.
regulates
acoustic

How the
government
regulates
radio

spectrum

Talking or

whispering

during the
concert
is illegal

Loud and soft speakers can coexist. The government grants loud speakers the exclusive right of speech

Figure 1.2. What if the government regulated acoustic spectrum the way it regulates radio spectrum?
(Reprinted with permission. [9])

An alternative strategy would have the unlicensed device transmit only on frequencies



What if the government regulated public roads the way it regulates public airwaves?

acoustic radio
spectrum ® spectrum
ﬁ-

The government forces all public traffic into one lane, and reserves
the other lanes for exclusive government uss,

Public safety and military vehicles share the roads with other vehicles.

Figure 1.3. What if the government regulated public roads the way it regulates public airwaves?
(Reprinted with permission. [9])

which are locally or temporally unused (like borrowing someone’s summer home during the
winter months). This has the advantage that the unlicensed devices can use much more
power in a narrow bandwidth, but they must be able to determine which frequency bands
are available [10]. Cognitive radios take this approach, dynamically adjusting their trans-
missions in response to their environment [11], [12]. By scavenging unused (or underused)
bands, cognitive radios (section 1.5) can increase the efficiency of our current spectrum

usage (Figure 1.3).

1.4 Software-defined radios

When policy makers refer to “communications technologies that rely on processing
power and sophisticated network management, instead of raw transmission power, to pre-
vent interference” [6] they are laying their faith in emerging technologies such as software-
defined radio (SDR). The FCC describes a software-defined radio as “a radio that includes

a transmitter in which the operating parameters of frequency range, modulation type or



maximum output power (either radiated or conducted), or the circumstances under which
the transmitter operates in accordance with Commission rules, can be altered by making
a change in software without making any changes to hardware components that affect the
radio frequency emissions” [13]. In short, an SDR is capable of changing its transmissions

on the fly, rather than being bound by hardware constraints.

Simple SDRs are already being put to practical use. A dual-mode cell phone, for
example, switches between analog and digital transmissions depending on the strength of
the signals it receives. However, these phones have the capability to switch between only two
hardware-defined modes. Intel and others are actively developing the hardware to support
more advanced software-defined radios [14]. The eventual goal of SDR is to implement
the radio as fully-reconfigurable signal-processing software running on top of a flexible
hardware interface. SourceForge’s Open SDR and the GNU Radio project, for example,
attempt to “get a wide band ADC as close to the antenna as is convenient, get the samples
into something we can program, and then grind on them in software” [15]. Among other
applications, the GNU Radio can be an AM receiver [16], an FM receiver [17], an HDTV
receiver [18], or a spectrum analyzer [19]. SDR’s potential as a platform for cognitive radio

is especially exciting.

1.5 Cognitive radios

Cognitive radios, or “smart radios”, are likely to be constructed from the next generation
of software-defined radios. The FCC defines a cognitive radio as “a radio that can change its
transmitter parameters based on interaction with the environment in which it operates” [12].
They also point out that “the majority of cognitive radios will probably be SDRs, but neither

having software nor being field reprogrammable are requirements of a cognitive radio” [12].

The idea behind cognitive radio is that cognitive users will actively search the spectrum
for available frequency bands, dynamically adjusting their transmissions so as to avoid
interference with other users. These users could be legacy systems or other cognitive devices.

Cognitive radio is frequently cited by policy analysts as a powerful argument against the



exclusive-use spectrum model [7], [20], and it is one of the ideas currently being pursued

under the umbrella of DARPA’s Next Generation (XG) program [21].

Nevertheless, fundamental questions of cognitive radio’s practicality still remain open.
First, can practical cognitive systems even operate without causing excessive interference
to legacy users? Proving so is essential to convincing the FCC to open more spectrum
to “flexibly licensed” devices. Second, can useful wireless systems operate under these
constraints? In this thesis we target the former issue, focusing on non-interference to the
primary system rather than realizable benefits for secondary systems. We show the existence
of constraints that allow multiple cognitive radios to transmit at reasonable power levels
while maintaining a guarantee of service to legacy/priority users on the same band. We do

not consider achievable data rates or necessary protocols for the secondary systems.

1.6 Overview

In this thesis we explore the idea of using cognitive radios to reuse locally unused
spectrum for their own transmissions. The FCC will not allow new devices into already
allocated bands without a strong guarantee of non-interference to legacy users. We examine

the consequences of this requirement.

We impose the constraint that the cognitive radios cannot generate unacceptable levels
of interference to priority/legacy systems on the same frequency. To accomplish this, a
cognitive radio must first detect whether a frequency band is in use. Assuming the band is
spatially and/or temporally available, the radio may begin transmitting on it. Its maximum
transmit power will be constrained by a number of factors, however, including proximity
to the primary system, rate of propagation path loss, other cognitive radios, its minimum

detectable SNR, and licensing issues.

In Chapter 2, we prove that practical cognitive radios must be able to detect the presence
of undecodable signals [22]. We introduce the idea of protecting the primary system by
declaring “no-talk” zones for the secondary system. We discuss the effects of shadowing,

receiver uncertainty and transmit power on the size of these “no-talk” regions and show



that the border between the “no-talk” and “talk” zones for the secondary system may occur

beyond the primary system’s decodability limit.

In Chapter 3, we examine fundamental limitations on the detection of undecodable
signals. In section 3.2 we examine the number of samples required to detect, subject to
a fixed probability of error constraint, a decodable signal vs. an undecodable signal. We
show that a radiometer performs far worse than a coherent detector, and that the optimal
detector for unknown symbols from a zero-mean constellation behaves qualitatively like a

radiometer.

To make matters worse, slight uncertainty in the noise causes serious limits in detectabil-
ity [23], [24]. These barriers can be overcome if the licensed (primary) transmitter transmits
a perfectly known pilot signal or training sequence to aid detection. Coherent detection via

a matched filter results in processing gain and more effective signal detection.

Furthermore, pilots allow users to measure the local SNR of the primary signal, which
can then be used as a proxy for distance from the primary transmitter. Armed with this
information, cognitive radios (secondary users) can approximate their distance from the
primary transmitter and adjust their transmit power accordingly. In this thesis we present
an example of a power control rule which allows secondary users to aggressively increase
their transmit powers while still maintaining an acceptable level of aggregate interference

at the primary receivers.

In Chapter 4, we derive necessary conditions for a guarantee of non-interference to
primary users. Using received SNR as a proxy for distance, we prove that a cognitive radio
can vary its transmit power while maintaining this guarantee [25]. Of particular concern
are the effect of different propagation path losses for different systems, the effect of multiple
cognitive users, and the effect of heterogeneous transmit powers among the cognitive users.

We show that none of these concerns invalidates cognitive radio’s feasibility.



Chapter 2

Interference

Some of the most promising bands for unlicensed devices are the TV broadcast bands.
The FCC has already released a Notice Of Proposed Rule Making exploring the operation
of unlicensed devices on spatially /temporally “unused” television broadcast bands [26]. We

focus on these TV bands as a starting point for our models.

We begin with a motivating example to illustrate the necessity of detecting undecodable
signals. A naive designer might build a cognitive radio that falls silent if it can decode
the primary system’s transmission and talks otherwise. We will show that this rule is
inadequate. For simplicity, we begin by considering the case of a single cognitive radio

transmitter with a known maximum transmit power.

2.1 Protecting privileged users

In our model, we assume a band already potentially assigned to a high-powered single-
transmitter system (television, for example). All transmissions are assumed to be omnidi-
rectional. Figure 2.1a depicts a transmitter from the primary system. The dotted circle
represents the boundary of decodability for a single-transmitter system. That is, in the
absence of all interference, a user within the dotted line would be able to decode a signal

from the transmitter, while a user outside the circle would not. Our goal when introducing a



cognitive radio system is to maintain a guarantee of service to legacy users. We can control
the interference experienced by a primary receiver by declaring a “no-talk” zone around it,
within which the secondary transmitter is constrained to be silent. (This idea is examined

in detail in Chapter 4)

A
Y
(a) The protected re- (b) If the protected region is too close
gion (shaded area) can- to the decodability border, receivers’
not extend all the way required no-talk zones grow large

to the decodability bor-

der (dotted line)

Figure 2.1. For practical spectrum reuse, legacy users near the decodability limit must accept some signal
loss. Guaranteeing protection to primary users too close to the decodability border results in a large no-talk

zone.

However, if we want to actually create a system in which we guarantee performance to
every primary user within the decodability circle, we run into a problem. Primary users
(depicted with capital letters in the figures) on the very edge of the decodability region will
suffer under any change to the exclusive-use model. Consider receiver A, located on the
border of the decodability region (Figure 2.1a). Any amount of interference, no matter how
infinitesimal, will cause A to lose its ability to decode. Its no-talk zone must include the

entire world!

Therefore, it is clear that we must build some sort of buffer into our protected radius.
Let the shaded circle represent the “protected region” where we guarantee decodability to

primary receivers. Within this protected radius, all unshadowed primary receivers must be

10



guaranteed reception, even when the cognitive radios are operating. The more we shrink
the bound of the protected region inside the decodability region, the smaller the necessary
no-talk zones become. Conversely, we cannot protect everybody. As the protected radius

approaches the limit of decodability, the no-talk zones grow dramatically (Figure 2.1b).

The size of the no-talk zones also depend on the cognitive radio’s maximum transmit
power. If the secondary user is a “mouse” (Figure 2.2a), who squeaks softly with low power
transmissions, then the no-talk zones around each receiver can be much smaller. If it is a
“lion” (Figure 2.2b), roaring with high power transmissions, the radii of the no-talk zones

will become much larger.

(a) A small no-talk zone (b) Receivers require larger
protects a receiver against no-talk zones for roaring “li-
quiet “mice” ons”

Figure 2.2. The size of the necessary no-talk zones depends on the transmission power of the secondary

user

Considering broadcast television, we see there will likely be no practical way for a
cognitive radio to know where the primary system’s receivers are located. As a result,
secondary users must stay out of the area that is the union of all possible no-talk zones (2.3a).
Even if the individual no-talk zones are small, this uncertainty in the primary receivers’
locations can result in a large global no-talk zone. We note that in the hypothetical example,
the prohibited region for the secondary user has already extended beyond the decodability

region.

Though it may at first seem problematic that the required quiet zones are so large,

11
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Figure 2.3. If we don’t know exactly where the primary receivers are, we must protect everywhere they

might possibly be. We can still reclaim plenty of spectrum in the middle of nowhere.

we remind the reader that our goal was to increase the spectrum available to users in the

middle of nowhere. These users are still well outside the quiet zones (2.3b).

2.2 Shadowing effects

If we take shadowing with respect to the primary transmitter into account (Figure 2.4a),
the prohibited region continues to grow. If a secondary user (depicted with lowercase letters
in the figures) detects a low SNR signal (Figure 2.4b), it has no way to tell if it is well outside
the protected region (user a), or in the global quiet zone but behind a building (user b). An
identical problem occurs as a result of multipath fading, which is discussed in Chapter 4.
To avoid locally shadowed secondary users interfering with unshadowed primary users (user
C), the no-talk zone must be pushed out even further. The outermost circle represents the
quiet zone such that the maximum SNR on its border equals the minimum SNR within the

unshadowed case’s protected region.

12
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mitter

Figure 2.4. A secondary transmitter who cannot tell if he is in a shadow must hear a much weaker signal

to be sure he will not interfere.
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2.3 Shadowing uncertainty vs. primary receiver uncertainty

It is worth mentioning that shadowing causes in some sense a more “serious” penalty
than primary receiver uncertainty (Figure 2.6). To illustrate the difference between these
two scenarios, we will assume a broadcast TV transmitter with a decodability radius 52

—3:5. (This example is examined in much

km away. We also assume the signal decays as r
greater detail in Chapter 4.) For simplicity, we assume the protected region ends just inside

the decodability radius and the no-talk zone begins just outside.

Uncertainty in the locations of the primary receivers is what forces us to combine the
individual no talk zones around each receiver into one large no-talk zone around the entire
protected region. If secondary users knew where the individual protected receivers were
located, it’s possible that there could be unpopulated areas within the protected radius
where secondary users could transmit without interfering with anyone. The worst case
penalty for receiver uncertainty occurs when there are no primary receivers at all, but the
the secondary users are forced to respect the protected area anyway. In this case, knowing
where primary receivers are (or aren’t) opens up the entire protected region for secondary

usage, reclaiming 7522 ~ 8400 km? of land which would otherwise be underutilized.

If a secondary user could possibly be in a 10 dB shadow with respect to the primary
transmitter, he must detect a 10 dB weaker signal to be sure he is far enough away from
the protected users. This pushes the effective no-talk zone out by 10 dB, from 52 km to 100
km. Secondary users who could tell when they were in a shadow would be able to reclaim

this region', which measures 71002 — 7522 ~ 23,000 km?.

In this example, overcoming mild shadowing reclaims nearly 3 times as much area as
does knowing the primary receivers’ locations. It is also worth mentioning that the area
gained by knowing the receivers’ locations is “polluted” with transmissions from the primary

transmitter, making it slightly less valuable for secondary systems.

Consider a primary system transmitting at 100 kW. A secondary receiver r meters from

! Actually, it could be even more. If he can determine that he is shadowed with respect to the primary
receivers, his required no-talk radius could shrink even further - perhaps even to inside the decodability
radius!

14



the primary transmitter wishes to receive data from a 100 mW secondary transmitter 10 m
away. We assume free space path loss. Figure 2.5 shows that while users very close to the
primary transmitter are severely limited, most of the geographic area remains valuable for

secondary use.

Capacity of 100 mW, 10 m range system vs. distance from primary transmitter
160 T T T T

140 b

120

100

80|

Capacity (Mbps)

60

40

201 | : 1
isolated secondary system

with inteference from secondary 50m away|

0 ' 1 1 1 1
0 20 40 60 80 100

Distance from primary transmitter (km)

Figure 2.5. “Pollution” from the primary transmissions limits the rate of secondary systems very close to
it. However, the regime rapidly becomes interference limited as systems move further from the transmitter.
If primary receivers are sparse, much usable real estate could be reclaimed if the uncertainty in their locations

was removed. The dotted line at 60 m denotes the approximate limit of decodability.

This area is slightly less valuable than that gained by reducing shadowing uncertainty.
If a cognitive radio can determine that he is not shadowed with respect to the primary
transmitter, the real estate gained is in an area where the primary transmission is even

further attenuated (Figure 2.6).

Further research into methods of locating primary receivers or mitigating the necessary

margin for shadowing/fading is therefore extremely important.
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(a) Regained area from shadowing

(b) Regained area from receiver un-

certainty

Figure 2.6. Overcoming uncertainty, whether in the location of the primary receivers, or in shadowing,

allows useful real estate to be reclaimed. (Figures not to scale)
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2.4 Interference suppression through decodability

As mentioned before, the intuitive rule for interference control is requiring secondary
transmitters to fall silent if they can decode the primary’s signal and allowing them to
transmit if they cannot. A first principles analysis has already indicated the necessity of
placing the border of the no-talk zone outside the decodability radius. However, let us

examine the repercussions of insisting on using the “don’t transmit if you can decode” rule.

We make the optimistic assumption that primary and secondary users experience the
same propagation-related path loss. This means that no unshadowed cognitive radios will
be transmitting inside the decodability region. For practical systems, such as if the primary
receiver is a finely tuned television aerial on top of a house, and the secondary user is a
cheap mobile unit on the ground, this may not be the case. We also assume the secondary

user may be additionally shadowed up to 10 dB with respect to the primary transmitter.

For illustrative purposes, we assume a broadcast TV transmitter with a decodability
radius 52 km away. We also assume the signal decays as r~%°. In Chapter 4, we show that
in an ideal world, free of shadowing and fading, the “don’t transmit if you can decode” rule

is actually feasible. However, the rule’s usefulness is drastically curbed by shadowing.

If cognitive radios are allowed to begin talking when they can no longer decode the
signal, the possibility of 10 dB of shadowing puts the edge of the no-talk zone 10 dB inside
the decodability radius. Since a secondary user cannot be allowed to transmit right next
to a primary user, this leaves us with two options. Either we give up and do not allow
secondary users to transmit at all, or we stick with the proposed rule and simply shrink the
protected radius. If secondary users begin transmitting 10 dB inside the protected radius,
the protected radius must end at least 10 dB inside the protected radius. (It must actually

be somewhat more, in order to allow for some attenuation of the secondary transmissions.)

This may not seem like a big deal. After all, the TV signal is attenuated by 165 dB
between the transmitter and the decodability radius, so shrinking the protected radius by
10 dB doesn’t at first appear to be a huge sacrifice. However, allowing this 10 dB margin

shrinks the protected radius from 52 km to just 27 km. After implementing this misguided
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rule, we can only protect users in 27% of the original service area! The only alternative
is to ban secondary users entirely. It should be clear that the “don’t transmit if you can

decode a signal” rule is woefully inadequate.
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Chapter 3

Detection

A cognitive radio’s distinguishing characteristic is its ability to adapt to its environment.
In other words, a cognitive radio must be able to adjust its transmissions to minimize
interference to other systems. Fundamentally, then, the cognitive radio problem begins
with a detection problem. A cognitive radio must be able to distinguish between locally

used and unused frequency bands.

Traditionally, the detection problem is posed such that a detector wishes to determine
if a signal is present at some moment in time. This could be the case if a cognitive radio
is transmitting on an emergency frequency band. Hypothetically, as long as emergency
services are not using the band, it could be available for unlicensed devices. However, they

would have to fall silent as soon as they detected any signals from a priority transmitter.

The detection problem can also be thought of as determining if a signal is present at
some location in space. The television bands are a good example of this. If no one is
broadcasting on channel 41 in a particular city, it could be made available for unlicensed

devices.

Cognitive radios are concerned with detection in both these cases. Knowing whether the
cell tower right next to you is in use at a particular time could be useful, as could knowing
if you are so far outside city limits that you don’t need to worry about interfering with cell

towers at all. It is worth mentioning that certain bands (such as cellular phone bands) may
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only be unused in sparsely populated areas. Sparsely populated areas, however, are exactly
where longer-range wireless transmissions become the best option for connectivity. Enabling
frequency reuse through a dense network of base stations doesn’t make economic sense in
rural areas, so other options such as cognitive radios must be pursued. Furthermore, there
is plenty of reclaimable spectrum (such as the marine bands or television bands) which

could be available in densely populated areas.

The time frame in which this detection can occur is an important consideration. It
may seem like a minor consideration in the TV broadcast band, where a channel may be
locally available for hours (or years), but as more unlicensed devices begin sharing the same
spectrum, the windows of opportunity for individual transmissions will become shorter and
shorter. A cognitive radio with a poor detection algorithm will suffer if the spectrum is
only available for short intervals. And if the channel’s coherence time is shorter than the
cognitive radio’s detection time, the radio may be completely out of luck. The time it
takes a radio to exit a band is also important, especially in the case of public safety bands.
Furthermore, requiring fewer samples to detect a signal reduces a device’s computational

complexity.

In this chapter, we examine the number of samples required by an optimal detector to
detect a signal in additive white Gaussian noise. We are most concerned with detecting
undecodable signals, since we demonstrated in Chapter 2 that practical cognitive radios

must be able to detect signals outside the decodability limit.

3.1 Background

We consider the problem of detecting of a signal in additive white Gaussian noise

(AWGN). Our goal is to distinguish between the hypotheses:
Ho : Y [n] = Win] n=1,...,N

Hs - Y[n] = X[n] + Win] n=1,...,N

If 2 is known at the receiver, the optimal detector is just a matched filter [27]. Earlier
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work has shown that a matched filter requires O(1/SN R) samples to meet a predetermined

probability of error constraint.

On the other hand, if the transmitted signal lacks any features exploitable by a matched
filter, the detector performs much more poorly. For example, if the transmitter only trans-
mits random Gaussian noise of known power, the optimal detector is just an energy detector
(radiometer) [28], [29]. In this case, O(1/SN R?) samples are required to meet a probability

of error constraint.

3.2 Detection of undecodable BPSK signals

In this section we try to detect the presence of a BPSK modulated signal in AWGN.
We assume the receiver has no information about the sequence of bits transmitted. This
would occur if the transmitter is sending at a rate above capacity. We further assume that

the X[n] ~ Bernoulli(1/2) and are i.i.d. and independent of the noise.

The detection problem then becomes distinguishing between samples from a pure Gaus-
sian distribution and samples from the sum of two half-height Gaussian distributions at

++/P. Finding the maximum likelihood decision rule is straightforward and yields:

al Hs NP
Zln [cosh <—2Y[n]> zs )
= o Hy 20

Since the decision statistic is the sum of many (we assume N large) independent random
variables and the probability for false alarm is moderate (not dependent on V), we can use
the central limit theorem to approximate the probability of error. To do so, we must first
find the mean and variance of the likelihood ratio under Hy and Hs. This can be done
using Taylor series approximations, and we find that in the limit of low SNR, the decision

rule performs like an energy detector.

N

VP Hs NP
E 1 h| —=Y z —
n=1 ' [COS < 02 [n] I§0 202
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See Fig. 3.1a for the performance curves of this detector.
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nal is nearly optimal at low SNR.
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Figure 3.1. Samples (V) required to detect a signal with a predetermined probability of error. With no
pilot signal present, an optimal detector performs only marginally better than an energy detector. If a weak

pilot signal is present, far fewer samples are necessary for detection.

3.3 Detection of zero-mean constellations

3.3.1 Model

We examine the maximum likelihood decision rule for a constellation known to the
receiver, subject to the constraint that the symbols have low energy. We show that the
optimal detector for a zero-mean constellation behaves like a energy detector in the limit

of low SNR. [30] shows the same result for biorthogonal signal constellations.

We assume a constellation of 2% symbols. Each symbol has dimension L and R is
greater than the channel’s capacity. The transmitter picks a sequence of N (N large)

i.i.d. symbols and transmits it over the channel.

Ho:Y[n] = Win
X

He:Yn] = X[n]+Win]
where 7' [n] = ¢; ,i € (1,2FF) and W/[n] ~ N(0,0%11).The probability that the ith symbol
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in the constellation, denoted ¢, is transmitted is Pr(c;). We denote the energy in the

—

ith symbol by T'(i) = ¢ 7 ¢;, and the average symbol energy by I' = Z?:f Pr(¢;)cle,.

The signal Y of length N is received, and a maximum likelihood rule is used to determine

whether the signal is purely noise, or whether a symbol was transmitted.

3.3.2 Results

The approximate maximum likelihood decision rule is shown below. (See next section

for derivation.)

N 2LR — 2LR
; 52 ;PT(Ci)Ci Y[n]_F‘F@;PT(Ci)QCiY[n]—Fi) %0 (3.1)

Assuming low SNR, under what further conditions does our optimal detector reduce to
—
a energy detector? The bracketed term, like a matched filter, is a linear function of Y. If
— =
this term equals zero, the YTY terms, smaller by a factor of SNR, become the dominant

terms.

?:f Pr(T;)¢7T is just the average of the symbol constellation. Therefore, if all the
symbols in our codewords are chosen from zero-mean signal constellations, the optimal
detector at low SNR behaves qualitatively like an energy detector (Fig. 3.2) in its dependence

on SNR.

3.3.3 Analysis

N
We derive expressions for the probability of receiving Y under the Hy and H; hypothe-

Ses:

— 1 —1 =T
PT(Y ’ HQ) = WGXP WY Y
- 9LR . 1 -1 — T/ —
PT(Y‘HS) = ZPT(CZ')WGXP g(y— Ci) (Y— CZ')
i=1
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Figure 3.2. Samples (N) required to detect a signal with a predetermined probability of error. For a

zero-mean constellation, the energy detector is nearly optimal.

The independence of the N transmitted symbols results in the maximum likelihood rule:

N |[2LF 1 N H
[T | X Priwie (5eel Vi - 21e))| 21
n=1 | i=1 Ho
We assume #(2??7[71] — ¢T7%¢;) < 1. Using the approximation e® ~ 1+ x + %2 we
have:
(We assume % < 1 and 0_—12 Z]A/i1 y;ille;(i) < 1)
al r o1 |is > 1 AN o "
n=1 =1 i=1 0

(3.2)

We can take the natural logarithm of each side and use In(1 + z) ~ z to yield the

decision rule in 3.1.

Independence between symbols is important to the previous result. However, we do not
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require identical distributions. The same result applies to symbols that are only condition-

ally zero mean, given the rest of the coded symbols.

3.4 Pilot signals and training sequences

We have shown that zero-mean signals are difficult to detect at low SNR. Knowing the
modulation scheme does not help. We can significantly improve the performance of our
detector by transmitting an additional, known pilot signal or training sequence. At high
SNR, an energy detector is nearly optimal [31], but it performs far worse than a coherent

detector at low SNR.

If the transmitter sends a pilot signal simultaneously with its transmissions, we can
design a suboptimal detector which just detects the pilot at low SNR. Coherent detection
via a matched filter results in processing gain and a substantial reduction in the number of
samples required for detection, even for extremely weak pilot signals. Simulations further
show that this scheme is nearly optimal at low SNR, i.e. a secondary receiver can just look
for a pilot signal and ignore the remainder of the transmission. Refer to Fig. 3.1b for the

performance curves in the presence of a pilot signal.
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Chapter 4

Power control

In previous chapters, we demonstrated that a number of fundamental limitations can
be overcome if the licensed (primary) transmitter transmits a perfectly known pilot signal
or training sequence to aid detection. This pilot signal has the additional benefit of al-
lowing users to measure the local SNR of the primary signal, which can then be used as
a proxy for distance from the primary transmitter. Armed with this information, cogni-
tive radios (secondary users) can approximate their distance from the primary transmitter
and adjust their transmit power accordingly. We assume the secondary users can measure
their local SNR accurately. Due to random channel fluctuations, this may require multiple

measurements [10].

We should note that we use SNR, not SINR, as a metric. Local SNR can be measured
by allowing the primary transmitter’s pilot signal to double as a synchronization signal so
that the secondary transmitters can periodically all fall silent together and measure their
local SNR without interference from other secondaries. Alternatively, SINR could be used

if the interference resulting from other secondary users can be determined.

In this chapter we present an example of a power control rule which allows secondary
users to aggressively increase their transmit powers while still guaranteeing an acceptable
level of aggregate interference at the primary receivers. Of particular concern are the effect

of different propagation path losses for different systems, the effect of multiple cognitive
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users, and the effect of heterogeneous transmit powers among the cognitive users. We

demonstrate that none of these issues invalidates cognitive radio’s feasibility.

After a brief review of previous work (4.1) and a description of our model (4.2), we
consider a single secondary user sharing spectrum with the primary system. We further
divide the single secondary user regime into two subcases. We can think of the secondary
users as licensed users constrained to a specific power. This could happen if two distinct
property rights were auctioned off for a particular frequency band. For example, company
A could purchase the right to transmit up to 10 kW on the 800-900 MHz band anywhere
in the US. while company B could purchase the right to transmit up to 1 kW on the same
band but only when A is not using it. On the other hand, it seems reasonable to allow a

secondary user to use more power if he is further from the primary system.

We examine both these cases in section 4.5, followed by the effects of shadowing/fading
in section 4.6. In section 4.7, we extend our analysis to multiple secondary users. We con-
sider first the case in which all the secondary users are bound by the same power constraint.
Finally, in section 4.8, we allow the secondary users to be heterogeneous in nature and to
increase their transmit power with distance from the primary system. This final viewpoint
more closely aligns with the traditional view of cognitive radio [12]. After first allowing the
secondary users to increase their power without bound, we observe that practical radios
will have a minimum detectable SNR [24], so failure to detect a signal means only that the
SNR has fallen below some threshold. This caps a cognitive radio’s transmit power and is

explored in section 4.9.

4.1 Related work

The idea that interference is local and frequencies may be reused is not new. Spatial
considerations for frequency reuse have been studied extensively in cellular systems [32],
[33]. However, these systems differ from the cognitive radio case in a number of significant

ways.

Most of the interference in a cellular system is within-system interference, caused by
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devices the spectrum owner designs. It can therefore be tightly controlled, both in terms of

its power and its spectral characteristics.

Cognitive radios, on the other hand, do not just cause out-of-cell interference, they
cause out-of-system interference. This interference comes from a sea of heterogeneous de-
vices with varying powers, duty cycles, and even propagation path losses. Previous research
into frequency reuse in cellular networks has made the reasonable assumption of user homo-
geneity [34]-[36]. When considering the interaction between cellular telephones or 802.11
access points, one can assume that in-cell and out-of-cell transmitters use the same power

control rules and experience the same propagation path loss.

In the case of cognitive radios, however, these assumptions do not hold. Low-powered
cognitive radios may be sharing spectrum with a tall television transmitter. We expect the
cognitive radios will be operating at ground level and hence will experience faster signal

attenuation [37].

This sea of heterogeneous secondary devices must be able to guarantee service to primary
users who are already near the limit of decodability in the no outside-interference case. Cell
planners, designing their cell sizes to guarantee an acceptable level of interference, often
have the additional advantage of a network of base stations whose locations are fixed and
known. For (potentially mobile) cognitive radios, which might lack any sort of regulated

infrastructure, we will use locally measured SNR in place of distance.

4.2 Model

In our model, we assume a band already potentially assigned to a single-transmitter
system. We are particularly interested in long-range primary transmissions such as tele-
vision, but for the sake of comparison we also present examples involving a shorter-range
primary such as a 802.11 wireless access point. Within some protected radius of the primary
transmitter, all unshadowed primary receivers must be guaranteed reception, even when the

cognitive radios are operating. All transmissions are assumed to be omnidirectional.
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In Chapter 2 we showed that secondary users must be able to coherently detect a known
pilot signal or training sequence from the primary transmitter. If a training sequence is
transmitted as part of the primary transmission, its SNR will be the same as the SNR
of the data portion of the transmission. We will make this assumption throughout this

chapter.

However, the pilot signal case is more complicated. First of all, the pilot signal may
be significantly weaker than the primary’s data signal, perhaps 20 dB or more down. This
will have the same result as insurmoutable shadowing (section 4.6), forcing secondary users
to detect a 20 dB weaker signal. This effect will be clearly seen if the pilot is sent in a
separate frequency band or time slot from the primary transmission. However, if the pilot
signal and the primary data signal are sent in the same band, there will be a non-linear
effect on the pilot signal’s SNR due to interference from the data signal. Near the primary
transmitter, the data signal will dominate the noise experienced by pilot signal detectors,
making pilot signal SNR a poor proxy for distance. However, in this high SNR regime,
the optimal detector (Chapter 3) is a radiometer, not a coherent detector of a weak signal.
The SNR of the entire primary transmission, not just the SNR of the pilot signal, would
therefore be an appropriate proxy for distance. For secondary users far from the primary
transmitter, especially in the middle of nowhere, the noise from the primary data signal will
be significantly attenuated and be much weaker than the ambient noise. This non-linear

effect will be addressed in future work.

4.3 SNR as a proxy for distance

The primary system has a minimum required SINR to successfully decode at its target
rate R. In the absence of interference, this v4.. occurs at a radius 74.. from the transmitter.
The idea is to guarantee service to primary users within some protected radius (r,) by
defining an additional “no-talk radius” (r,) within which secondary users must be quiet
(Figure 4.1). At distances from the primary transmitter greater than r,, secondary users

might be allowed to transmit. Ideally, these “no-talk regions” would be centered on each
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of the primary system’s receivers, but we assume that the cognitive radios have no way of

knowing these locations.

If there is uncertainty in the noise power, then we can choose 74 first and set o? to
the maximum tolerable noise at that radius. If the noise power crosses this threshold with
the cognitive radios transmitting, then protected users at 7, could experience an outage.
However, this noise event would cause an outage for primary users at rg4.. even without the
cognitive radios. We also assume that this o2 is preprogrammed into the cognitive radio, so
it does not need to be continually estimated. Designing radios to compensate for changing

noise floors is a topic for future research.

Since we are using locally measured SNR as a proxy for distance, it is convenient to
represent T'gec, Tp, and 7, in terms of the SNR in dB measured at those points. We assume
we are coherently detecting a known signal of the same power as the primary data signal,
and that ambient noise is the only source of noise, as in the case of a training sequence. In
this case, locally measured SNR. can be used straightforwardly as a proxy for distance from
the primary transmitter. However, if a primary receiver is a TV antenna on a roof, it might
measure an SNR of 0 dB at one location, while a cognitive radio on the ground at the same
location might measure -10 dB. Therefore we must specify who is measuring the SNR at
each distance. We consider 74, and 7, to be measured by a primary receiver, while =, is
by a secondary transmitter. Denoting the power of the primary transmitter as P;, and the

2

power of the noise at the primary receiver ¢, we define:

P,

A = 10 IOg <_;> — Ydec
g

1% = Tp — Vdec

L
V = "%Ydec — Tn

For example, if the minimum decodable SNR for the primary receiver is 10 dB and a
secondary transmitter measures an SNR of -5 dB at 7, then v = 15. We also define ¢ to

be the margin between 4., and the local SNR measured by a particular secondary user.
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Figure 4.1. SNR margins can be used as a proxy for distance

As in [38], we represent the propagation-related power attenuation between two users
a distance r apart as a function g(r) defined on [0, 00]. We require ¢g(r) to be continuous
with 0 < g(r) < C - r=27¢ (free-space propagation loss) for some C' > 0, € > 0. We allow
different gain functions g11(7), the propagation path loss between the primary transmitter
and primary receiver, g12(r), between the primary transmitter and secondary receiver, and
921(r), between the secondary transmitter and primary receiver. Throughout this paper,

our examples will be g11(r) = gi2(r) =7~ and go1(r) = r—*2.

For example, for the gain function g11(r) = r=2%, A = 165 corresponds to a transmitter

with about a 52 km range:

P Py
A =165 = 10log <—;> ~10log (%)
o o

165
Tgee = 103510 =~ 51800 (4.1)

Further, consider 4 = 1dB and v = 0.01dB as potential operating margins. In this case,
Tdee — Tp ~ 3300m, while 7, — rge. = 34m. Because of the large protected radius, very
small increments in dB correspond to large physical distances. This is important, because it
means that the necessary operating margins can be quite small (Table 4.1). Unless otherwise

specified, we will assume p = 1 for our plots.

Our assumption of a 52 km decodability radius is actually quite conservative. KRON-
TV in San Francisco has an effective service radius of approximately 120 km [39], [40].
Furthermore, attenuation is slower than »—*, which causes small SNR margins to correspond
to even greater distances (Table 4.2). The magnitude of these differences makes it clear that

an accurate model will be essential when designing practical cognitive systems.

31



Tdec r=1dB | v=0.01dB
A =50 dB 18 m 1m 0.01 m
A =100dB | 320 m 19 m 0.18 m
A=150dB | 5600 m | 330 m 32 m

Table 4.1. For large A (large primary transmit distances) small SNR margins correspond to large physical
distances. We assume attenuation as r~*

Tdec vr=1dB v =10.01dB
A =50 dB 320 m 39 m 0.36 m
A =100 dB 100,000 m 12,000 m 120 m
A =150 dB | 32,000,000 m | 3,800,000 m 36,000 m

Table 4.2. If the signal attenuates as r~2 the distances are even larger.
g g

4.4 QOut-of-system interference

The interference from the secondary systems will be greatest to a user at the edge of

the protected radius r, (Figure 4.2).

Received power from an "infinite sea" of secondary transmitters
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Figure 4.2. Interference from secondary transmitters increases towards the border of the protected region.

The secondary sea begins at 5100 m, at which point the interference becomes infinite.

That primary user has a maximum amount of out-of-system interference that it can
tolerate. We examine the maximum allowable power for a secondary system while still
guaranteeing decodability (SINR > 74e.) to a user on the protected border. Q; and Q-
denote the primary and aggregate secondary transmitters’ powers at the primary receiver,
ie. Q1 = Pigii(rp) for a receiver on the edge of the protected region. A guarantee of

reception can therefore be expressed as:
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@ > SIN Rygpe = 10755°

Q2 + 02
Q2 < Q1107 % — o7 (4.2)
We can express Q1 on the protected border in terms of SNR:
Q
lOg <0__21 = Ydec + 1
2 YdectH
Q1 =0°10" 10 (4.3)

Substituting into equation (4.2), we see that the secondary system must guarantee:

Qo < (1075 — 1)0? (4.4)

This is a fundamental constraint for any secondary system.

4.5 Single secondary transmitter

A one-size-fits-all power constraint must consider a primary receiver and secondary
transmitter as close as possible, with the primary on the edge of the protected zone and the

secondary on the edge of the no-talk zone. (4.4) implies:

Prgoi(ry, —1p) < (101% - 1)0'2

Py < (1010 — 1)02(ga1 (rn — 1)) ~" (4.5)

A more interesting case occurs when the single secondary transmitter is allowed to vary
its power depending on its proximity to the protected region. We simply replace the worst
case distance r,, in equation (4.5) by the secondary’s actual distance ro from the primary
transmitter. We observe that this new power schedule is strictly better than the “one-size-

fits all” power limit because a secondary user on the edge of the no-talk region is now a
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worst case scenario. Since these distances are not known to the cognitive radio, we perform

our calculations in terms of SNR.
First, we write rp,, the protected radius, in terms of SNR.

P P
10log <—;> — 10log <M> =A—yu
o o

—A+p

gll(rp) = 10 10

—Atp
10

-1
rp = g1y (10 ) (4.6)
Next, we solve for the distance 79 of the secondary transmitter, in terms of his local

SNR.

g

101log (%) —10log <13191722(r2)> =A+1
o

—A—1

gi2(rg) = 10710

_ —A—y
e = g5 (10710 ) (4.7)

Equations (4.6) and (4.7) let us write (4.5), the maximum allowable power for a sec-

ondary transmitter, in SNR terms.

72 < (105~ D(gialra =)
S L E— (1.9
(921(g979 (10710 ) — gy7 (10710)))

For our example gain functions g11(r) = g12(r) = 7~ and go1(r) = r~*2 this gives us:
P.
101og (—3) < 22A +10log(10%5 — 1)
o ap
N L L\ L

+ 100 log <(1om> o (10—1—0) “P) (4.9)
The first term describes how aggressively the primary user is transmitting, i.e. how far
a user can travel from the primary transmitter and still decode the signal. Increasing the

primary transmitter’s rate without increasing its power decreases A and therefore requires

the secondary transmitter to quiet down. The second term represents how tolerant the
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protected primary receivers are to interference. The final term represents how far the sec-
ondary transmitter is from the protected receivers. Also note that if ¢» = —pu the secondary

transmitter is in the protected region and must be silent.

Figure 4.3 shows the effects of the margin A between the primary transmitter and the
decodability radius, and also the margin p between the protected radius and the decodbility

radius. We observe a few interesting effects.

First, assuming the cognitive radios wish to transmit at —10 dbW, a small A presents a
problem (Figure 4.3a,b). This requires a large margin ¢ (far in excess of 30 dB). Secondary

users must therefore be far more sensitive than the primary users.

For small u (Figure 4.3a,c), the maximum allowable power for the secondary transmitter
jumps from zero to possibly health-endangering levels as soon as the secondary transmitter is
outside the protected radius. If the secondary users are low powered devices then they only
need to know when they are slightly outside the protected region. Therefore, the cognitive
radio does not need to be significantly more sensitive than the users of the primary system,
which are capable of receiving a signal all the way out to the decodability radius. Because
the increase in allowable power is so rapid, any sensitivity beyond that hardly buys the

secondary user anything.

A larger margin y allows secondary transmitters to transmit geographically much closer
to the protected region. Not only does this allow much greater reuse of physical space, but
more powerful secondary transmitters (an 802.11g access point is & —10 dBW) can also
have far less sensitive detectors (Figure 4.3d). This tradeoff cannot be resolved technically;

a policy decision needs to be made.

The figures also illustrate the effect of different decay rates a; and as. If as > aq,
i.e. the secondary user’s transmissions attenuate faster with distance than the primary
transmissions do, we see the secondary user can use more power than he could if both
systems experienced the same path loss. This is likely to be the case, for example, if the
primary transmitter is a tall TV antenna while the secondary users are located on the

ground. The significance of the case in which a1 > a9 will become apparent in section 4.7.
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4.6 Single secondary transmitter with shadowing/fading

We now extend our model to the case in which the secondary transmitter may lie in a
shadow (signal loss of § dB) with respect to the primary signal. A secondary transmitter

must now measure a margin of v 4+ § to be certain that he is outside the no-talk zone.

Adjusting equation (4.9) to account for shadowing, we get:

P (1070 — 1)
2 < N )

77 (gor (g (107 10 ) — g1 (10 10 7)))

(4.10)

Because a secondary transmitter can never assume it is unshadowed, we see that shad-
owing results in a pure shift of the curve in Figure 4.4. As an aside, we are assuming the
gain functions are deterministic, but since we are using local SNR as our distance metric,
this result can be extended to a dynamically fading channel by treating a multipath fade

as additional shadowing [41].

However, one distinction is worth noting. While multipath fading can be nearly inde-
pendent between nearby users, shadowing is likely to be highly correlated. This is actually
a problem with our model. We have assumed there is no “local continuity” to shadowing,
i.e. that a shadowed secondary user could sit right next to an unshadowed primary user.
In practical environments, however, if a user is deeply shadowed, other users within a few
meters are most likely also deeply shadowed. Since we are only interested in protecting
primary users who can decode a signal in the first place, a secondary user shadowed deeply
enough that he cannot decode the primary signal could predict that he is likely to be a few

meters away from any primary receiver.

This knowledge could potentially confer a benefit (in addition to those discussed in
Chapter 2) on a secondary user with the ability to determine whether he is shadowed with
respect to the primary transmitter. More importantly, however, is that 10 dB of shadowing
will no longer result in exactly a 10 dB shift of the allowable power graph. A shadowed
secondary user transmitting inside the protected region has less potential to cause severe

interference if local continuity implies an implicit buffer zone around him.

For the sake of simplicity, we ignore this benefit in our model. Considering it would
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greatly complicate things because our model treats multipath fading and shadowing the
same way. However, multipath has no local continuity. A secondary user in a deep multipath

fade cannot assume that the users around him are similarly faded.

Multipath fading and shadowing are therefore not interchangeable. The locally contin-
uous nature of shadowing may have important ramifications for cognitive radio protocols.
Among other considerations, future techniques to improve detection (such as cooperation
among cognitive radios) may be more effective against multipath fading than against shad-

owing [10].

4.7 Multiple licensed secondary transmitters

Suppose now that we are no longer limited to a single interferer. Outside of the no-talk
circle of radius r,, we assume there exists a sea of secondary transmitters, each with power
P,. We further assume that there is a limit to how densely these transmitters are packed.
Each secondary transmitter uniquely occupies a footprint of area A, so this “secondary sea”

Py

has a power density D = 2. Integrating over this sea gives the aggregate power of the

secondary transmissions at a primary receiver on the edge of the protected region.

As in the case of the single licensed transmitter, we assume a constant power density
outside the no-talk zone. Later, in section 4.8, we will consider the case in which secondary
users are allowed to increase the power of their transmissions as they venture further from

the protected region.

We first assume that the secondary transmission power decays as go1 (1) = 72, ag > 2.
We also assume 7, > 1, — 1, the distance between the primary receivers and the secondary
transmitters. For a primary receiver on the edge of the protected region, the “coast” of the
secondary sea can be approximated by a line a distance of r,, — r, away. We examine the

quality of this approximation in a later calculation (4.14).

3 00
Q2 = / Dr=% r dr df (4.11)
_xm JIn"™p
2 cos(0)
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_ D 2 [r—a2+2j|22774p de

—042 + 2 _% cos 6
—@edd pZ
_D- (rn — Tp2) "~ /2 (cos0)*272 df
a9 — _%
=D-K(ag)- (r, —rpy)~2"2 (4.12)

where K(ag) =
For ay =6, K(ag) = ii—iiw ~ 0.295.

The entire sea of secondary transmitters behaves like a single transmitter of power
D - K(ag), located a distance 1, — r, away (i.e. at the coast of the sea), but with a new

decay exponent of —ay + 2.

For small r,, —7,, the majority of the interference comes from the few secondaries closest
to the vulnerable primary receiver. As the secondary sea moves further away, more of the
sea becomes “visible” to the receiver, explaining why the decay is now as 7~*272. The effect

of increasing the secondary decay exponent by two is illustrated in Figure 4.3.

This approximation, however, understates the interference caused by the secondary sea
in Figure 4.5a. We can upperbound the interference by considering the case where a primary
receiver is completely surrounded by a secondary sea a distance r,, — r, away. Using our

generalized gain functions:

QQZ/ / D - goy(r) v dr df
-7 Jrp—rp

=D [ [rgaa(r) = gar(r)75 -, dO

—T

where go1 (1) = %ggl(r) = %ggl (r). Since g(r) < C-7727¢, limy 00 (rGo1 (1) — Go1 (1)) =

0 and it follows:
Q2 =D 2m - (go1(rn —1p) — (rn — 1p)g21(rn — 7p)) (4.13)

Specifically, for our example gain functions, we have

2w
012—2

Q=D (rn —rp) 72272 (4.14)
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Again, this bound claims that the sea behaves like a single transmitter of power located

a distance r, — r, away but with a new decay exponent —ay + 2.

Figure 4.6 shows that the straight line approximation is quite good. Having multiple
secondary users does change the decay rate of the aggregate interference, but we have
already seen that the limits on the allowable transmit power can still be quite generous
for large A primaries (TV). For systems (802.11) with smaller A, the change in decay rate
could be compensated for with either a larger SNR margin v between the protected radius

and the no-talk zone, or a larger SNR margin p to the decodability limit.

4.8 Multiple dynamic secondary transmitters

We now consider the case in which secondary users are allowed to increase the power
of their transmissions as they move further from the protected region. Clearly, the rule we

pick to govern D(r) will determine the impact of the secondary sea on the primary receivers.

Noting that 9211(7,) is an increasing function, we assume the power density to be governed

by a rule of the form:

1
g21(r)

D(r) = Do(p) r’ (4.15)

where p is a constant that determines how aggressively the power density D(r) should

increase with r. This rule can be expressed in terms of local SNR, v, in (4.20).

To determine the aggregate interference at a primary receiver on the edge of the pro-

tected region, we use the straight line approximation for the coast of the sea. For a particular

p:

Q2 = /2 . D(r)ga(r) r dr df (4.16)
_% c”cl)s(Qg)
o DO(p) /% —p+27°
— _p+2 _% |:7" ]TZO;';;; d9



If p > 2, i.e. D(rg) grows sufficiently slower than go;(r2), then the integral converges.

ISIE]

x (cos 0)P~2 df
p—2
— K(p) - Do(p) - (rn — 1) "+? (4.17)

Do(p) [

—pt2

(rn —1p)

With this particular rule for the power density, the sea of secondary transmitters behaves
like a single transmitter located r, — ), from the protected radius, with power K (p) - Dy(p)
and gain function go1(r) = r~?*2. We can plug our expression straight into (4.8) to get an

bound on Dy(p).

1015 — 1
Dy(p) < o? — 7(A7U _)1 =T 5 (4.18)
K(p) - (g2 (107107) — gi7 (10710 ")) =P+
From (4.6) and (4.7) we can express r in terms of SNR:
=1y =1y = g5 (107907) = g (10757 (4.19)
With (4.18) and (4.19) we can express (4.15) as a function of ¥:
(1010 — 1)
D(Y) = o ( e
K(p) - (912 (10710) — gq7 (10710 ")) =P+
— ol S _ =Dty
(9121(10 o) - 9111(10 1o M)) P
= s (4.20)
921(g75 (107 10) — gy77 (10710 7))

This equation gives the the allowable power density for secondary transmitters as a
function of distance, measured in dB, from the protected region. The more aggressively
the secondary transmitters increase their power with distance, the quieter the secondary
transmitters near the primary system must become. An example of the allowable density for
secondary users interfering with a digital TV station (A = 165) is depicted in Figure 4.7a.
This particular plot uses a margin of u = 1, so there must be a margin of at least 11
dB (compensating for 10 dB of possible shadowing) between the protected radius and the

secondary users before they are allowed to transmit at all. Figure 4.7b shows that if the
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margins are too small (i.e. secondary users are allowed to transmit too close to the protected

receivers) secondary users everywhere will be crippled by the power density limits.

The primary receivers have a certain margin u of tolerable interference that through
policy decisions can be allocated to users at different distances. The more aggressively
(smaller p) the secondary transmitters increase their power with distance, the quieter the

secondary transmitters near the primary system must become.

4.9 Minimum detectable SNR

In the preceding sections we mentioned an implicit cap on the transmit powers of the
secondary users. Many factors contribute to this upper limit on power, including safety or

hardware limitations. It is also affected by a radio’s sensitivity:

As a secondary transmitter moves away from the protected radius, its allowable power
increases exponentially. At some distance 1,4, however, the local SNR at the secondary
transmitter will drop below its minimum detectable SNR, vyin [23]. From this point out-
wards, the secondary receiver cannot assume it is more than a distance 7,4, away from the
transmitter, no matter what its actual distance. As a result, there is an absolute cap on the
secondary transmit power. This in turn changes the aggregate interference at a primary

transmitter on the border of the protected region.

g Tmax
QQZ/ﬂ/Tn . D(r)ga1(r) r dr do
2 cos(0)
/ D Tma:c)g21( ) r dr df (421)

2

— / : [P 2], do
~3

_p+2 cos 0

+ % /i [rG21(7) — o1 (7)) df

2

_ D _
= K(p) DO ( - TJD) P2 P) _Ozﬂrmam pt2
D(rm z)

p— [; [921 (Tmax) - Tmax.§~72l (Tmax)] (422)

41



We can express rmqe in terms of Yin.

P,
= 0 (B

Tmaz = G1o. <0—10W e > (4.23)
Py
We can use (4.22), (4.23), and (4.4) to find a bound on Dy. Alternatively, we could

solve this expression for v,,;,. If a manufacturer wanted to build cognitive radios that avoid

interfering with legacy systems, v,,;n represents how sensitive his radios’ detection hardware

must be.
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Figure 4.3. Maximum power for a secondary transmitter vs. dB beyond r4e.. A measures the primary
signal attenuation from the transmitter to the decodability radius. For reference, we also give the distance

to the decodability radius, assuming attentuation as %% (i.e. a1 = 3.5).
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Figure 4.4. The possibility of 10 dB of shadowing results in a 10 dB shift of the required SNR margin
(eqn. 4.10).

(a) Secondary sea (b) Sea detail

Figure 4.5. A circular coast looks like a straight line to primary users near the edge of the protected

radius.
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Aggregate secondary power at primary receiver vs. distance to sea
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Figure 4.6. The upper (eqn. 4.14) and lower (eqn. 4.12) bounds have the same decay exponent. Approx-

imating the coast of the secondary sea with a straight line is accurate to within a constant.
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Figure 4.7. (a) More aggressive power control rules (eqn. 4.20) require a lower density of secondary

transmissions near the protected region. (b) If the margins are too small, secondary users are excessively

constrained.
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Chapter 5

Conclusion

The FCC’s current “exclusive-use” licensing process has resulted in a serious discrep-
ancy between spectrum allocation and usage. New technologies present the hope that this
underutilized spectrum can be scavenged, but no major policy changes can be expected

without a guarantee of non-interference to legacy /protected users.

We have considered the case of cognitive radio, wireless devices that adjust their trans-
missions in response to their environment. By dynamically adjusting their transmissions
to only use underutilized bands, cognitive radios could be the key to scavenging the under-
utilized spectrum in an area. However, they must be able to do so while minimizing the

interference they cause existing users.

We focused on the case of a single legacy transmitter whose spectrum is shared with
cognitive radios. Starting from first principles, we examined the fundamental restrictions
on cognitive radios necessary to guarantee service to legacy/priority users. Examining
the tradeoffs between secondary user power, available space for secondary operation, and
interference protection for the primary receivers shows that it is imperative for practical
cognitive radios to be able to detect undecodable signals. The “don’t transmit if you
can decode a signal” rule is inadequate for practical systems. Using it anyway could cause
interference in a huge percentage of the primary system’s original service area. This penalty

occurs as a result of shadowing and multipath. Users who can determine whether or not
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they are shadowed with respect to the primary transmitters or receivers will be able to
reclaim a significant amount of otherwise unusable real estate. The benefits of pinpointing

the locations of the primary receivers are far less.

We pointed out that guaranteeing non-interference begins fundamentally with a de-
tection problem. Calculations and simulations have shown that a potentially prohibitive
number of samples are required to detect symbols from a zero-mean constellation. Detection
is greatly enhanced if a coherently-detectable pilot signal or training sequence is present in

the primary user’s transmission.

To guarantee non-interference to protected receivers, cognitive radios must adjust their
power levels based on their potential proximity to the receiver. The local SNR of the
primary signal provides a viable metric for an effective power control rule. We examined
the maximum transmit power allowed for secondary users under a “one-size-fits-all” power
constraint and under a “flexibly-licensed” constraint that allows users to increase their

transmissions with distance from the primary system.

The aggregate interference caused by multiple cognitive radios slows the effective decay
rate of the interference. However, examining the effects of heterogeneous propagation path
loss functions proves that this does not preclude the possibility of practical cognitive radio
systems. Adequate sensitivity is the fundamental requirement for a successful cognitive
radio. Where shadowing is possible, cognitive radios must compensate by detecting lower
SNR signals. We proved the fundamental constraint on a cognitive radio’s transmit power

is the minimum SNR it can detect and explored the effect of this power cap.

Cognitive radio is an exciting technology that promises to increase the efficiency of our
current spectrum usage. In this thesis, we have answered some of the fundamental questions
that must be addressed before the FCC will consider allowing cognitive devices into more
frequency bands. There are still more questions to be answered, however. How will multiple
primary transmitters affect the local SNR metric? Can useful secondary systems be built

that conform to the necessary power controls? How can we detect and punish users who
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violate protocols? These questions must be answered before cognitive radio can become a

reality.
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Appendix A

Capacity calculations

This section provides a rough estimate of the data rates we could achieve if we used the
underutilized spectrum more efficiently.

We begin by assuming a hexagonal arrangement of cells (Figure A.1). Each number indi-
cates a different frequency band. The frequency reuse factor of this arrangement, therefore,

T |
1S 7

Figure A.1. We assume regular, hexagonal cells.

We denote the radius of the inscribed circle in a cell by r. Adjacent transmitters are

therefore separated by 2r. Applying the Pythagorean Theorem [42] tells us first that the

length of a side of one of these hexagons is %r, and then that the distance between two

transmitters that share the same frequency band is 4/ 7—??7" ~ 5.1r. In the jargon of Chapter 4,
this system has a no-talk radius of 5.1r. We also observe that a user can be up to %7‘ from
a transmitter while remaining in the transmitter’s service range.

If each transmitter has power P, the power density of the system is then %, where

A = 21/3r? is the area of a cell. It follows that the power density of a particular frequency
band is:

o1



P
D=
144/3r2

We can numerically integrate over this density from 5.1r to infinity to determine the
aggregate interference experienced by a user at the edge of its service region. Knowing this
interference allows us to compute the capacity of the system:

P

where W represents the bandwidth, p represents the received power of the edge of the
service region, I represents the in-band interference, and Ny represents the noise power/Hz
(assumed AWGN).

We make the following assumptions:
P =100 mW (the power of a typical 802.11b access point).
r=1km

Ny = —174 dBm/Hz (Johnson-Nyquist noise. Note we are assuming an unpolluted
band, as opposed to the crowded 2.4 GHz bands that WiFi devices currently operate in.)

W =15 MHz

We assume that the desired signal and the interference attenuate as r~* (due to ob-
stacles, ground plane reflection, etc.). Computing the capacity of this system gives us a
capacity of just over 20 Mbps - over a 1 km transmit radius! Since this is only one frequency
band, however, we would need 7 x 15 = 85 MHz of available spectrum to implement this
system.

Considering only the 402 MHz of spectrum assigned to broadcast TV, and assuming
70% utilization [2], we see that we can actually fit two of these systems (each providing the
bandwidth for 8 channels of DVD-quality video) into these already allocated bands. Over
the frequency range from 0-3 GHz, we can fit 20!
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Appendix B

Allocated spectrum for
communications

source: Comsearch [43]

Category Allocation
Microwave 609 MHz
Broadcast 423 MHz
Satellite 188 MHz
Point-to-Multipoint | 203 MHz
PCS/Cellular 193 MHz
ISM 110 MHz

Other 1274 MHz

Table B.1. Spectrum under 3 GHz
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Freq Range (MHz) Common Band Name | Service | Typ. Path (km)

200.0 - 400.0 | 200-400 MHz Test Range | BAS

932.5 - 935.0 932/941 MHz CC CcC 1.0
941.5 - 944.0 932/941 MHz CC CC 1.0
942.0 - 944.0 932/941 MHz BAS BAS 3.0
944.0 - 952.0 944 MHz BAS 3.0
952.95 - 956.15 960 MHz OFS 2.0
956.55 - 959.75 960 MHz OFS 2.0
1850.0 - 1990.0 1.9 GHz OFS OFS 24.0
1990.0 - 2110.0 2.1 GHz BAS BAS 15.0
2110.0 - 2130.0 2.1 GHz CC CcC 12.0
2130.0 - 2150.0 2.1 GHz OFS OFS 2.0
2160.0 - 2180.0 2.1 GHz CC CcC 12.0
2180.0 - 2200.0 2.1 GHz OFS OFS 2.0
2450.0 - 2483.5 2.4 GHz OFS OFS 10.0
2450.0 - 2483.5 2.4 GHz BAS BAS 10.0
2483.5 - 2500.0 2.5 GHz BAS 10.0
2483.5 - 2500.0 2.5 GHz OFS OFS 10.0
2483.5 - 2500.0 2.5 GHz CC CcC 10.0

BAS: Broadcast Auxiliary Service (relaying broadcast TV signals) (380 MHz)
CC: Common Carrier (point-to-point long-haul backbone communications) (62 MHz)

OFS: Operational Fixed Service (Aviation, Marine, Public Safety, Industrial, and Land Transportation
Radio Services) (236 MHz)

Table B.2. Microwave bands (609 MHz)

Freq Range (MHz) Common Band Name | Service
0.535 - 1.605 AM Radio AM
54.0 - 72.0 VHF 2-4 TV
76.0 - 88.0 VHF 5-6 TV
88.0 - 108.0 FM Radio FM
174.0 - 216.0 VHF 7-13 TV
470.0 - 608.0 UHF 14-36 TV
614.0 - 806.0 UHF 38-69 TV

Table B.3. Broadcast bands (423 MHz)

Freq Range (MHz) Common Band Name | Service | Link
1610.0 - 1626.5 Big LEO MSS Up
1990.0 - 2110.0 2.1 MSS MSS Up
2165.0 - 2180.0 2.1 MSS MSS | Down
2180.0 - 2200.0 2.1 MSS MSS | Down
2483.5 - 2500.0 Big LEO MSS | Down

MSS: Mobile Satellite Service

Table B.4. Satellite bands (188 MHz)
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Freq Range (MHz) Common Band Name Service
928.0 - 928.85 928/952 MAS MAS
928.85 - 929.0 928/959 Grandfather MAS MAS
929.0 - 930.0 Paging P
931.0 - 932.0 Commercial Paging P
932.0 - 932.25 932/941 Area-Based MAS MAS
932.25 - 932.4375 | 932/941 MAS Private, Pub Safety | MAS

932.4375 - 932.5 932/941 MAS Pub Safety, Gov MAS
941.0 - 941.25 932/941 Area-Based MAS MAS
941.25 - 941.4375 | 932/941 MAS Private, Pub Safety | MAS

941.4375 - 941.5 932/941 MAS Pub Safety, Gov MAS
952.0 - 952.85 928/952 MAS MAS
956.25 - 956.45 956 Simplex MAS MAS
959.85 - 960.0 928/959 Grandfather MAS MAS
2150.0 - 2162.0 2.1 MDS MDS
2500.0 - 2596.0 2.6 GHz ITFS
2596.0 - 2644.0 2.6 GHz MDS
2644.0 - 2686.0 2.6 GHz ITFS ITFS
2644.0 - 2686.0 2.6 GHz MDS

ITFS: Instructional Television Fixed Service (138 MHz)

MAS: Multiple Address System (Electric, Gas, and Water Utilities, Petroleum Production, Pipeline Opera-
tion, Railroad Signals and Controls, more) (3 MHz)

MDS: Multipoint Distribution Service (public radio service) (102 MHz)

P: Paging (2 MHz)

Table B.5. Point-to-Multipoint bands (203 MHz)

Freq Range (MHz) Common Band Name | Service
824.0 - 835.0 | Non Wireline Block A | CRS
835.0 - 845.0 Wireline Block B CRS
845.0 - 846.5 | Non Wireline Block A | CRS
846.5 - 849.0 Wireline Block B CRS
869.0 - 880.0 | Non Wireline Block A | CRS
880.0 - 890.0 Wireline Block B CRS
890.0 - 891.5 | Non Wireline Block A | CRS
891.5 - 894.0 Wireline Block B CRS
932.5 - 935.0 | Non Wireline Block A | CRS
1850.0 - 1990.0 1.9 GHz PCS PCS

CRS: Cellular Radiotelephone Service

PCS: Personal Communications Service

Table B.6. PCS/Cellular bands (193 MHz)
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Freq Range (MHz) Common Band Name | Service
902.0 - 928.0 900 ISM ISM
2400.0 - 2483.5 2.4 GHz ISM

ISM: Industrial, Scientific, and Medical

Table B.7. Unlicensed bands (110 MHz)
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